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Abstract

Simulating the time evolution of Partial Differential Equations (PDEs) of large-
scale systems is crucial in many scientific and engineering domains such as fluid
dynamics, weather forecasting and their inverse optimization problems. However,
both classical solvers and recent deep learning-based surrogate models are typically
extremely computationally intensive, because of their local evolution: they need to
update the state of each discretized cell at each time step during inference. Here we
develop Latent Evolution of PDEs (LE-PDE), a simple, fast and scalable method
to accelerate the simulation and inverse optimization of PDEs. LE-PDE learns
a compact, global representation of the system and efficiently evolves it fully in
the latent space with learned evolution models. LE-PDE achieves speed-up by
having a much smaller latent dimension to update during long rollout as compared
to updating in the input space. We introduce new learning objectives to effectively
learn such latent dynamics to ensure long-term stability. We further introduce
techniques for speeding up inverse optimization of boundary conditions for PDEs
via backpropagation through time in latent space, and an annealing technique to
address the non-differentiability and sparse interaction of boundary conditions. We
test our method in a 1D benchmark of nonlinear PDEs, 2D Navier-Stokes flows
into turbulent phase and an inverse optimization of boundary conditions in 2D
Navier-Stokes flow. Compared to other strong baselines, we demonstrate up to
128 x reduction in the dimensions to update, and up to 15 improvement in speed,
while achieving competitive accuracy.

1 Introduction

Many problems across science and engineering are described by Partial Differential Equations (PDEs).
Among them, temporal PDEs are of huge importance. They describe how the state of a (complex)
system evolves with time, and numerically evolving such equations are used for forward prediction
and inverse optimization across many disciplines. Example application includes weather forecasting
[LL], jet engine design [2]], nuclear fusion [3], laser-plasma interaction [4]], astronomical simulation
[5]], and molecular modeling [6]].

To numerically evolve such PDEs, decades of works have yielded (classical) PDE solvers that are
tailored to each specific problem domain [[7]. Albeit principled and accurate, classical PDE solvers
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Figure 1: LE-PDE schematic. In forward mode (green), LE-PDE evolves the dynamics in a global
latent space. In inverse optimization mode (red), it optimizes parameter p (e.g. boundary) through
latent unrolling. The compressed latent vector and dynamics can significantly speed up both modes.

are typically slow due to the small time steps or implicit method required for numerical stability,
and their time complexity typically scales linearly or super-linearly with the number of cells the
domain is discretized into [8]]. For practical problems in science and engineering, the number of
cells at each time step can easily go up to millions or billions and may even require massively
parallel supercomputing resources [9, [L0]. Besides forward modeling, inverse problems, such as
inverse optimization of system parameters and inverse parameter inference, also share similar scaling
challenge [11]]. How to effectively speed up the simulation while maintaining reasonable accuracy
remains an important open problem.

Recently, deep learning-based surrogate models have emerged as attractive alternative to complement
[12] or replace classical solvers [[13}[14]]. They directly learn the dynamics from data and alleviate
much engineering effort. They typically offer speed-up due to explicit forward mapping [15} [16]],
larger time intervals [[14], or modeling on a coarser grid [12} [17]. However, their evolution scales
with the discretization, since they typically need to update the state of each discretized cell at each
time step, due to the local nature of PDEs [[18]. For example, if a problem is discretized into 1 million
cells, deep learning-based surrogate models (e.g., CNNs, Graph Networks, Neural Operators) will
need to evolve these 1 million cells per time step. How to go beyond updating each individual cells
and further speed up such models remains a challenge.

Here we present Latent Evolution of PDEs (LE-PDE) (Fig. [I)), a simple, fast and scalable method
to accelerate the simulation and inverse optimization of PDEs. Our key insight is that a common
feature of the dynamics of many systems of interest is the presence of dominant, low-dimensional
coherent structures, suggesting the possibility of efficiently evolving the system in a low-dimensional
global latent space. Based on this observation, we develop LE-PDE, which learns the evolution of
dynamics in a global latent space. Here by “global” we mean that the dimension of the latent state
is fixed, instead of scaling linearly with the number of cells as in local models. LE-PDE consists
of a dynamic encoder that compresses the input state into a dynamic latent vector, a static encoder
that encodes boundary conditions and equation parameters into a static latent vector, and a latent
evolution model that evolves the dynamic latent vector fully in the latent space, and decode via
a decoder only as needed. Although the idea of latent evolution has appeared in other domains,
such as in computer vision [19} 20, 21] and robotics [22, 23| 24} 25]], these domains typically have
clear object structure in visual inputs allowing compact representation. PDEs, on the other hand,
model dynamics of continuum (e.g., fluids, materials) with infinite dimensions, without a clear object
structure, and sometimes with chaotic turbulent dynamics, and it is pivotal to model their long-term
evolution accurately. Thus, learning the latent dynamics of PDEs presents unique challenges.

We introduce a multi-step latent consistency objective, to encourage learning more stable long-term
evolution in latent space. Together with the multi-step loss in the input space, they encourage more
accurate long-term prediction. To accelerate inverse optimization of PDEs which is pivotal in engi-
neering (e.g. optimize the boundary condition so that the evolution of the dynamics optimizes certain
predefined objective), we show that LE-PDE can allow faster optimization, via backpropagation
through time in latent space instead of in input space. To address the challenge that the boundary
condition may be non-differentiable or too sparse to receive any gradient, we design an annealing
technique for the boundary mask during inverse optimization.

We demonstrate our LE-PDE in standard PDE-learning benchmarks of a 1D family of nonlinear
PDEs and a 2D Navier-Stokes flow into turbulent phase, and design an inverse optimization problem
in 2D Navier-Stokes flow to probe its capability. Compared with state-of-the-art deep learning-based



surrogate models and other strong baselines, we show up to 128 x reduction in the dimensions to
update and up to 15x speed-up compared to modeling in input space, and competitive accuracy.

2 Problem Setting and Related Work

We consider temporal Partial Differential Equations (PDEs) w.r.t. time ¢ € [0, T'] and multiple spatial
dimensions x = [x1, g, ..xp] € X C RP. We follow similar notation as in [[7]]. Specifically,

Oru = F(x,a,u,0xu, OxxU, ...), (t,x) € [0,T] x X, (1)
u(0,z) = u’(x), Blu)(t,x) =0, x € X, (¢t,x) € [0,T] x 9X. )

Here u : [0,7] x X — R" is the solution, which is an infinite-dimensional function. a is time-
independent static parameters of the system, which can be defined on each location x, e.g. diffusion
coefficient that varies in space but static in time, or a global parameter. F' is a linear or nonlinear
function on the arguments of (x, a, u, dxu, dxxU, ...). Note that in this work we consider time-
independent PDEs where F' does not explicitly depend on t. u®(x) is the initial condition, and
Blu](t,x) = 0 is the boundary condition when x is on the boundary of the domain 0X across all

time ¢ € [0, 7. Here Oxu = %’ Oxxl = % are first- and second-order partial derivatives, which
are a matrix and a 3-order tensor, respectively (since x is a vector). Solving such temporal PDEs
means computing the state u(¢, x) for any time ¢ € [0, 7] and location x € X given the above initial
and boundary conditions.

Classical solvers for solving PDEs. To numerically solve the above PDEs, classical numerical
solvers typically discretize the domain X into a finite grid or mesh X = {c¢;}¥; with N non-
overlapping cells. Then the infinite-dimensional solution function of u(t,x) is discretized into
U* = {uF}}¥ | € U for each cell i and time t = t;, k = 1,2, ...K. ais similarly discretized into
{a;}, with values in each cell. Mainstream numerical methods, including Finite Difference Method
(FDM) and Finite Volume Method (FVM), proceed to evolve such temporal PDEs by solving the

equation at state {u’"'} at time ¢ = ¢, ; from state {u’} at time ;. These solvers are typically
slow due to small time/space intervals required for numerical stability, and needing to update each

cell at each time steps. For more detailed information on classical solvers, see Appendix [A]

Deep learning-based surrogate modeling. There are two main approaches in deep learning-based
surrogate modeling. The first class of method is autoregressive methods, which learns the mapping
fo with parameter 6 of the discretized states U k between consecutive time steps ti and tg41:

UFtY = fo(U%,p),k = 0,1,2,.... Here UF = {a¥}N is the model fy’s predicted state for
Uk = {uf} | at time t, with U° := U°. p = (90X, {a;},) is the system parameter which
includes the boundary domain X and discretized static parameters {a;}2Y,. Repetitively apply fy at
inference time results in autoregressive rollout

TF™ = (fo(,p)™ (0F),m 2 1. 3)
Here fy(-,p) : U — U is a partial function whose second argument is fulfilled by the static system
parameter p. Typically fy is modeled using CNNs (if the domain X is discretized into a grid),
Graph Neural Networks (GNN:s, if the domain X is discretized into a mesh). These methods all
involve local computation, where the value uf“ at cell ¢ at time 7,43 depend on its neighbors
{uf} jeN(s) at time t, where N (i) is the set of neighbors up to certain hops. Such formulation
includes CNN-based models [26], GNN-based models [[7, 27} 28] and their hierarchical counterparts
[L8, 29]. The surrogate modeling with local dynamics makes sense, since the underlying PDE is
essentially a local equation that stipulates how the solution function u’s value at location x depends
on the values at its infinitesimal neighborhood. The second class of method is Neural Operators
(114} 130, 1311 132 1331134} [351 136]], which learns a neural network (NN) that approximates a mapping
between infinite-dimensional functions. Although having the advantage that the learned mapping is
discretization invariant, given a specific discretization, Neural Operators still needs to update the state
at each cell based on neighboring cells (and potentially cells far away), which is still inefficient at
inference time, especially dealing with larger-scale problems. In contrast to the above classes of deep
learning-based approaches that both requires local evolution at inference time, our LE-PDE method
focuses on improving efficiency. Using a learned global latent space, LE-PDE removes the need for
local evolution and can directly evolve the system dynamics via a global latent vectors z* € R%= for
time . This offers great potential for speed-up due to the significant reduction in representation.



Inverse optimization. Inverse optimization is the problem of optimizing the parameters p of the
PDE, including boundary 0X or static parameter a of the equation, so that a predefined objective
Lgla, 0X] = |, tt; .. alu(t,x)]dt is minimized. Here the state u(¢,x) implicitly depends on a, 0X
through the PDE (Eq. [I) and the boundary condition (Eq. [2). Such problems have huge importance
in engineering, e.g. in designing jet engines [2] and materials [37] where the objective can be
minimizing drag or maximizing durability, and inverse parameter inference (i.e. history matching)
[38L 139} 40] where the objective can be maximum a posteriori estimation. To solve such problem,
classical methods include adjoint method [4 1} 142], shooting method [43]], collocation method [44],
etc. One recent work [45] explores optimization via backpropagation through differential physics in
the input space, demonstrating speed-up and improved accuracy compared to classical CEM method
[46]. However, for long rollout and large input size, the computation becomes intensive to the point
of needing to save gradients in files. In comparison, LE-PDE allows backpropagation in latent space,
and due to the much smaller latent dimension and evolution model, it can significantly reduce the
time complexity in inverse optimization.

Reduced-order modeling. A related class of work is reduced-order modeling. Past efforts typically
use linear projection into certain basis functions [47, 48, 149|150, 511152, 153| [54] which may not have
enough representation power. A few recent works explore NN-based encoding [55} 156} 57, 158} 159, 160]
for fluid modeling. Compared to the above works, we focus on speeding up simulation and inverse
optimization of more general PDEs using expressive NNs, with novel objectives, and demonstrate
competitive performance compared to state-of-the-art deep learning-based models for PDEs.

3 Our approach LE-PDE

In this section, we detail our Latent Evolution of Partial Differential Equations (LE-PDE) method.
We first introduce the model architecture (Sec. [3.1] and then we introduce learning objective to
effectively learn faithfully long-term evolution (Sec. [3.2). In Sec. [3.3] we introduce efficient inverse
optimization in latent space endowed by our method.

3.1 Model architecture

The model architecture of LE-PDE consists of four components: (1) a dynamic encoder ¢ : U — R%:
that maps the input state U* = {uf}¥; € U to a latent vector z* € R:; (2) an (optional) static
encoder 7 : P — R%» that maps the (optional) system parameter p € PP to a static latent embedding
Zp; (3) a decoder h : R% — U that maps the latent vector zF € R% back to the input state U k.
(4) a latent evolution model g : R x R%» — R that maps zF € R? at time t;, and static latent
embedding z, € R%» to z*T! € R at time t; ;. We employ the temporal bundling trick [7] where
each input state U¥ can include states over a fixed length S of consecutive time steps, in which case
each latent vector z; will encode such bundle of states, and each latent evolution will predict the
latent vector for the next bundle of S steps. S is a hyperparameter and may be chosen depending
on the problem, and S = 1 reduces to no bundling. A schematic of the model architecture and its
inference is illustrated in Fig. [I] Importantly, we require that for the dynamic encoder ¢, it needs
to have a flatten operation and MultiLayer Perception (MLP) head that maps the feature map into
a single fixed-length vector z € R?. In this way, the dimension of the latent space does not scale
linearly with the dimension of the input, which has the potential to significantly compress the input,
and can make the long-term prediction much more efficient. At inference time, LE-PDE performs
autoregressive rollout in latent space R%:

04 =g (o) ™ o a0 = 1 glar) o 0 glar) (a@) ). @

composing m times

Compared to autoregressive rollout in input space (Eq. [3), LE-PDE can significantly improve
efficiency with a much smaller dimension of z* € R% compared to U* € U. Here we do not limit
the architecture for encoder, decoder and latent evolution models. Depending on the input U*, the
encoder g and decoder /i can be a CNN or GNN with a (required) MLP head. In this work, we focus
on input that is discretized as grid, so the encoder and decoder are both CNN+MLP, and leave other
architecture (e.g. GNN+MLP) for future work. For static encoder r, it can be a simple MLP if the
system parameter p is a vector (e.g. equation parameters) or CNN+MLP if p is a 2D or 3D tensor
(e.g. boundary mask, spatially varying diffusion coefficient). We model the latent evolution model g




as an MLP with residual connection from input to output. The architectures used in our experiments,
are detailed in Appendix [C] together with discussion of its current limitations.

3.2 Learning objective

Learning surrogate models that can faithfully roll out long-term is an important challenge. Given
discretized inputs {U*}, k = 1, ...K + M, we introduce the following objective to address it:
K

1
L= ? Z(Lr];ulti-step + Lﬁecons + L(’:consistency)' (5)
k=1
M 3 m m

Lrlfmlti—step = Zm:l Ozmé(Uk_" ’Uk+ )’

where Lfecons = Z(h(Q(Uk))v Uk) (6)
IF oy M el ™ eg(Ut) gt |
consistency m=1 [[q(Uk+m)] ‘g

Here ¢ is the loss function for individual predictions, which can typically be MSE or L2 loss. Uktm

is given in Eq. . LE .. aims to reduce reconstruction loss. Lﬁmm-swp performs latent multi-step

evolution given in Eq. and compare with the target U**™ in input space, up to time horizon
M. «,, are weights for each time step, which we find that (aq, as, ...apr) = (1,0.1,0.1,...0.1)
works well. Besides encouraging better prediction in input space via Lﬁlum_slep, we also want a
stable long-term rollout in latent space. This is because in inference time, we want to mainly
perform autoregressive rollout in latent space, and decode to input space only when needed. Thus,

we introduce a novel latent consistency loss Lé"onsis[ency, which compares the m-step latent rollout

g (-, 7(p))"™ 0 q(U*) with the latent target ¢(U*+™) in latent space. The denominator ||q(U"+™)||2
serves as normalization to prevent the trivial solution that the latent space collapses to a single point.
Taken together, the three terms encourage a more accurate and consistent long-term evolution both in

latent and input space. In Sec. We will investigate the influence of Lfomistency and Lr’fm]ti_step.

3.3 Accelerating inverse optimization

In addition to improved efficiency for forward simulation, LE-PDE also allows more efficient inverse
optimization, via backpropagation through time (BPTT) in latent space. Given a specified objective

Lqp] = ZIZ: .. L(U*) which is a discretized version of Lg[a, 9X] in Sec. [2| we define the objective:
. .
Lafpl = ) La(U™(p)) @)
m=k

where U™ = U™ (p) is given by Eq. @) setting k = 0 using our learned LE-PDE, which starts at
initial state of U, encode it and p into latent space, evolves the dynamics in latent space and decode
to U™ as needed. The static latent embedding z,, = r(p) influences the latent evolution at each time

step via g(+, 7(p)). An approximately optimal parameter p can then be found by computing gradients
a%ﬁp], using optimizers such as Adam [61] (The gradient flow is visualized as the red arrows in Fig.
[I). When p is a boundary parameter, e.g. location of the boundary segments or obstacles, there is
a challenge. Specifically, for CNN encoder ¢, the boundary information is typically provided as a
binary mask indicating which cells are outside the simulation domain ). The discreteness of the
mask prevents the backpropagation of the model. Moreover, the boundary cells may interact sparsely
with the bulk, which can lead to vanishing gradient during inverse optimization. To address this,
we introduce a function that maps p to a soft boundary mask with temperature, and during inverse
optimization, anneal the temperature from high to low. This allows the gradient to pass through mask

to p, and stronger gradient signal. For more information, see Appendix [B}

4 Experiments

In the experiments, we aim to answer the following questions: (1) Does LE-PDE able to learn
accurately the long-term evolution of challenging systems, and compare competitively with state-of-
the-art methods? (2) How much can LE-PDE reduce representation dimension and improving speed,
especially with larger systems? (3) Can LE-PDE improve and speed up inverse optimization? For
the first and second question, since in general there is a fundamental tradeoff between compression



Table 1: Performance of models in 1D for scenarios E1,E2, E3. Accumulated error = i Zm MSE.
Representation dimension (= S X n, here) is the number of dimensions to update at each time step.
The bold values represent the best performance for experiments and underline shows second best.

Accumulated Error | Runtime [ms] | Representation dim |
(neyns) WENO5 FNO-RNN ENO-PF MP-PDE VEPPE | wpnos  mp.ppe  LEPPE - LE-PDE |\ by LE-PDE
(ours) full (ours) evo (ours) (ours)

E1 (250,100) 2.02 11.93 0.54 1.55 1.13 1.9 x 103 90 20 8 2500 128
E1 (250,50) 6.23 29.98 0.51 1.67 1.20 1.8 x 103 80 20 8 1250 128
E1 (250,40) 9.63 10.44 0.57 1.47 1.17 1.7 x 103 80 20 8 1000 128
E2  (250,100) 1.19 17.09 2.53 1.58 0.77 1.9 x 103 90 20 8 2500 128
E2  (250,50) 5.35 3.57 227 1.63 113 1.8 x 103 90 20 8 1250 128
E2  (250,40) 8.05 3.26 2.38 145 1.03 1.7 x 103 80 20 8 1000 128
E3  (250,100) 471 10.16 5.69 4.26 3.39 4.8 x 10° 90 19 6 2500 64
E3  (250,50) 11.71 14.49 5.39 3.74 3.82 4.5 x 10° 90 19 6 1250 64
E3  (250,40) 15.94 20.90 5.98 3.70 378 4.4 x 10° 90 20 8 1000 128

(reduction of dimensions to represent a state) and accuracy [62}63]], i.e. the larger the compression
to improve speed, the more lossy the representation is, we will need to sacrifice certain amount of
accuracy. Therefore, the goal of LE-PDE is to maintain a reasonable or competitive accuracy (maybe
slightly underperform state-of-the-art), while achieving significant compression and speed up. Thus,
to answer these two questions, we test LE-PDE in standard benchmarks of a 1D family of nonlinear
PDE:s to test its generalization to new system parameters (Sec. {.1)), and a 2D Navier-Stokes flow up
to turbulent phase (Sec. [4.2). The PDEs in the above scenarios have wide and important application
in science and engineering. In each domain, we compare LE-PDE’s long-term evolution performance,
speed and representation dimension with state-of-the-art deep learning-based surrogate models in
the domain. Then we answer question (3) in Section4.3] Finally, in Section #.4] we investigate the
impact of different components of LE-PDE and important hyperparameters.

4.1 1D family of nonlinear PDEs

Data and Experiments. In this section, we test LE-PDE’s ability to generalize to unseen equations
with different parameters in a given family. We use the 1D benchmark in [7]], whose PDEs are

[@u + 0y (au? — BOu + 'yﬁm.u)] (t,z) =0(t,x) (8)
J
u(0,2) =6(0,2), O(t,z)= Z Ajsin(wjt + 2nlx /L + ¢,) )
j=1

Here the parameter p = (a, 3,7). The term ¢ is a forcing term [64] with J = 5,L = 16 and
coefficients A; and w; sampled uniformly from A; ~ U[-0.5,0.5], w; ~ U[-04,04], ¢; €
{1,2,3}, ¢; ~ U0, 2). Space is uniformly discretized to n, = 200 in [0, 16) and time is uniformly
discretized to n; = 250 points in [0, 4]. Space and time are further downsampled to resolutions of
(ne,nz) € {(250,100), (250, 50), (250, 40)}. The d,.(cu?) advection term makes the PDE nonlinear.
There are 3 scenarios with increasing difficulty: E1: Burgers’ equation without diffusion p = (1,0, 0);
E2: Burgers’ equation with variable diffusion p = (1,7, 0) where n € [0, 0.2]; E3: mixed scenario
with p = (o, 8,7) where @ € [0,3],8 € [0,0.4] and v € [0,1]. E1 tests the model’s ability to
generalize to new conditions with same equation. E2 and E3 test the model’s ability to generalize
to novel parameters of PDE with the same family. We compare LE-PDE with state-of-the-art deep
learning-based surrogate models for this dataset, specifically MP-PDE [7] (a GNN-based model)
and Fourier Neural Operators (FNO) [14]. For FNO, we compare with two versions: FNO-RNN is
the autoregressive version in Section 5.3 of their paper, trained with autoregressive rollout; FNO-PF
is FNO improved with the temporal bundling and push-forward trick as implemented in [7]. To
ensure a fair comparison, our LE-PDE use temporal bundling of .S = 25 time steps as in MP-PDE
and FNO-PF. We perform hyperparameter search over latent dimension of {64,128} and use the
model with best validation performance. In addition, we compare with downsampled ground-truth
(WENOS5), which uses a classical 5"-order WENO scheme [65]] and explicit Runge-Kutta 4 solver
[66l 67] to generate the ground-truth data and downsampled to the specified resolution. For all
models, we autoregressively roll out to predict the states starting at step 50 until step 250, and record
the accumulated MSE, runtime and representation dimension (the dimension of state to update at
each time step). Details of the experiments are given in Appendix D]

Results. The result is shown in Table [lI We see that since LE-PDE uses 7.8 to 39-fold smaller
representation dimension, it achieves significant smaller runtime compared to the MP-PDE model
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(which is much faster than the classical WENOS scheme). Here we record the latent evolution time
(LE-PDE evo) which is the total time for 200-step latent evolution, and the full time (LE-PDE full),
which also includes decoding to the input space at each time step. The time for “LE-PDE evo” is
relevant when the downstream application is only concerned with state at long-term future (e.g. [4]);
the time for “LE-PDE full” is relevant when every intermediate prediction is also important. LE-PDE
achieves up to 15x speed-up with “LE-PDE evo” and 4 x speed-up with “LE-PDE full”.

With above 7.8 X compression and above 4 x speed-up, LE-PDE still achieves competitive accuracy.
For E1 scenario, it significantly outperforms both original versions of FNO-RNN and MP-PDE, and
only worse than the improved version of FNO-PF. For E3, LE-PDE outperforms both versions of
FNO-RNN and FNO-PF, and the performance is on par with MP-PDE and sometimes better. For E2,
LE-PDE outperforms all state-of-the-art models by a large margin. Fig. @ in Appendix [D]shows our
model’s representative rollout compared to ground-truth. We see that during long-rollout, our model
captures the shock formation faithfully. This 1D benchmark shows that LE-PDE is able to achieve
significant speed-up, generalize to novel PDE parameters and achieve competitive long-term rollout.

4.2 2D Navier-Stokes flow

Data and Experiments. We test LE-PDE in a 2D benchmark [[14]] of Navier-Stokes equation. Navier-
Stokes equation has wide application science and engineering, including weather forecasting, jet
engine design, etc. It becomes more challenging to simulate when entering the turbulent phase,
which shows multiscale dynamics and chaotic behavior. Specifically, we test our model in a viscous,
incompressible fluid in vorticity form in a unit torus:

opw(t,x) +u(t,z) - Vw(t,z) = vAw(t,z) + f(z), =€ (0,1)*t € (0,T) (10)
V- u(t,r) =0, z € (0,1)%,t € [0,T] (a1
w(0,2) = wo(z), z € (0,1)2 12)

Here w(t,z) = V x u(t,z) is the vorticity, v € R is the viscosity coefficient. The domain is
discretized into 64 x 64 grid. We test with viscosities of v = 1072, 10~*, 10~°. The fluid is turbulent
for v = 107,105 (Re > 10*). We compare state-of-the-art learning-based model Fourier Neural
Operator (FNO) [[14] for this problem, and strong baselines of TF-Net [26]], U-Net [68] and ResNet
[69]. For FNO, the FNO-2D performs autoregressive rollout, and FNO-3D directly maps the past 10
steps into all future steps. To ensure a fair comparison, here our LE-PDE uses past 10 steps to predict

Table 2: Performance of different models in 2D Navier-Stokes flow. Runtime is using the v =
10—3, N = 1000 for predicting 40 steps in the future.

Representation Runtime Runtime v=107% v=10" v=10" v =107
Method dimensions full [ms] evo [ms] T'=50 T = 30 T=30 T'=20
N =1000 N =1000 N =10000 N = 1000
FNO-3D 4096 24 24 0.0086 0.1918 0.0820 0.1893
FNO-2D [14] 4096 140 140 0.0128 0.1559 0.0834 0.1556
U-Net [68] 4096 813 813 0.0245 0.2051 0.1190 0.1982
TF-Net 4096 428 428 0.0225 0.2253 0.1168 0.2268
ResNet 4096 317 317 0.0701 0.2871 0.2311 0.2753
LE-PDE (ours) 256 48 15 0.0146 0.1936 0.1115 0.1862
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Figure 3: Numerical results associated with inverse optimization of boundary (inlet and outlet
designing) in Sec. 3] (a) shows a trajectory generated by ground-truth (GT) solver with an initial
randomly generated boundary parameters (y-position of inlet and two outlets), with lower outlet
passing 55.18% of smoke; (b) with optimized boundary parameters, with lower outlet passing 31.79%
of smoke, very near the objective percentage of 30%. (c) Runtime and (d) learning curve (Eq. [7) for
inverse optimization at different iteration steps; (¢) For LE-PDE, fraction of smoke passing through
the lower outlet computed by GT solver (green) and estimated by LE-PDE (orange). Error bar denotes
95% confidence interval over 50 runs with random initial conditions.

one future step and temporal bundling S = 1 (no bundling), the same setting as in FNO-2D. We use
relative L2 norm (normalized by ground-truth’s L2 norm) as metric, same as in [[14].

Results. The results are shown in Table @ Similar to 1D case, LE-PDE is able to compress the
representation dimension by 16-fold. Hence, compared with FNO-2D which is also autoregressive,
LE-PDE achieves 9.3-fold speed-up with latent evolution and 2.9-fold speed-up with full decoding.
Compared with FNO-3D that directly maps all input time steps to all output times steps (which cannot
generalize beyond the time range given), LE-PDE’s runtime is still 1.6 faster for latent evolution.
For rollout L2 loss, LE-PDE significantly outperforms strong baselines of ResNet and U-Net, and
TF-Net which is designed to model turbulent flow. Its performance is on par with FNO-3D with
v = 107% N = 1000 and the most difficult » = 10=°, N = 1000 and slightly underperforms
FNO-2D in other scenarios. Fig. 2]shows the visualization of LE-PDE comparing with ground-truth,
under the turbulent v = 107%, N = 10000 scenario. We see that LE-PDE captures the detailed
dynamics accurately. For more details, see Appendix [E] To explore how LE-PDE can model and
accelerate the simulation of systems with a larger scale, in Appendix [ we explore modeling a 3D
Navier-Stokes flow with millions of cells per time step, and show more significant speed-up.

4.3 Accelerating inverse optimization of boundary conditions

Data and Experiments. In this subsection, we

set out to answer question (3), i.e. Can LE- Table 3: Comparison of LE-PDE with baselines.

PDE improve and speed up inverse optimiza- GT-solver Error Runtime
tion? We are interested in long time frame sce- (Model estimated Error) [s]
narios where the pre-defined objective L4 in Eq. LEIfl\l?gél&Dfeﬁf 8?3;51 Eg (1)3431; 1816i41241
depends on the prediction after long-term - : : .
(0 dep p & LE-PDE (ours) 0.035 (0.036) 29.81

rollout. Such problems are challenging and have
implications in engineering, e.g. fluid control [70,[71]], laser design for laser-plasma interaction [4]]
and nuclear fusion [72]]. To evaluate, we build a 2D Navier-Stokes flow in a family of boundary
conditions using PhiFlow [73] as our ground-truth solver, shown in Fig. [3al Bb] Specifically, we
create a cubical boundary with one inlet and two outlets on a grid space of size 128%. We initialize
the velocity and smoke on this domain and advect the dynamics by performing rollout. The objective




of the inverse design here is to optimize the boundary parameter p, i.e. the y-locations of the inlet
and outlets, so that the amount of smoke passing through the two outlets coincides with pre-specified
proportions 0.3 and 0.7. This setting is challenging since a slight change in boundary (up to a few
cells) can have large influence in long-term rollout and the predefined objective.

As baseline methods, we use our LE-PDE’s ablated version without latent evolution (essentially a
CNN, which we call LE-PDE-latenit) and the FNO-2D [14], both of which update the states in input
space, while LE-PDE evolves in a 128-dimensional latent space (128 x compression). To ensure a
fair comparison, all models predict the next step using 1 past step without temporal bundling, and
trained with 4-step rollout. We train all models with 400 generated trajectories of length 100 and test
with 40 trajectories. After training, we perform inverse optimization w.r.t. the boundary parameter
p with the trained models using Eq. [/} starting with 50 initial configurations each with random
initial location of smoke and random initial configuration of p. For LE-PDE-latent and FNO-2D,
they need to backpropagate through 80 steps of rollout in input space as in [45[74], while LE-PDE
backpropagates through 80 steps of latent rollout. Then the optimized boundary parameter is fed to
the ground-truth solver for rollout and evaluate. For the optimized parameter, we measure the total
amount of smoke simulated by the solver passing through two respective outlets and take their ratio.
The evaluation metric is the average ratio across all 50 configurations: see also Appendix [G|

Results. We observe that LE-PDE improves the overall speed by 73% compared with LE-PDE-latent
and by 123% compared with FNO-2D (Fig. Table[3). The result indicates a corollary of the use
of low dimensional representation because Jacobian matrix of evolution operator is reduced to be of
smaller size and suppresses the complexity associated with the chain rule to compute gradients of
the objective function. While achieving the significant speed-up, the capability of the LE-PDE to
design the boundary is also reasonable. Fig. [3d|shows the loss of the objective function achieved
the lowest value while the others are comparably large. The estimated proportion of smoke hit the
target fraction 0.3 at an early stage of design iterations and coincide with the fraction simulated by
the ground-truth solver in the end (Fig. [3¢). As Table[3|shows, FNO-2D achieves the lowest score
in model estimated error from the target fraction 0.3 while its ground-truth solver (GT-solver) error
is 30x larger. This shows “overfitting” of the boundary parameter by FNO-2D, i.e. the optimized
parameter is not sufficiently generalized to work for a ground-truth solver. In this sense, LE-PDE
achieved to design the most generalized boundary parameter: the difference between the two errors is
the smallest among the others.

4.4 Ablation study

In this section, we investigate how each component of our Typle 4: Error for ablated versions of
LE-PDE influences the performance. Importantly, we are [ E-PDE in 1D and 2D.
interested in how each of the three components: multi-step

1088 Lnui-step» latent consistency 10ss Leonsistency and recon- 1D 2D
struction 108S Lyecons contribute to the performance, and LE-PDE (ours) 1.127 | 0.1861
how the time horizon M and the latent dimension d, in- 10 Linuli-step 3.337 | 0.2156
fluence the result. For dataset, we focus on representative 10 Leonsistency 6.386 | 0.2316
.. . N0 Liecons 1.506 | 0.2025
scenarios in 1D (Sec. [.T) and 2D (Sec. [{.2), specifically . . o®eh S50 05860
the E2 scenario with (nt, nx) = (250, 50) for lD, and Time horizon M = 3 1234 02010
(v = 1075, T = 20, N = 1000) scenario for 2D, which  Time horizon M — 4 1.127 | 0.1861
lies at mid- to difficult spectrum of each dataset. We have Time horizon M = 6 1.924 | 0.1923

observed similar trends in other scenarios. From Table 4]
we see that all three components Linuiti-step> Lconsistency a0 Liecons are necessary and pivotal in ensuring
a good performance. The time horizon M in the loss is also important. If too short (e.g. M = 1),
it does not encourage accurate long-term rollout. Increasing M helps reducing error, but will be
countered by less number of examples (since having to leave room for more steps in the future). We
find the sweet spot is at M/ = 4, which achieves a good tradeoff. In Fig. [6]in Appendix[H] we show
how the error and evolution runtime change with varying size of latent dimension d,. We observe
that reduction of runtime with decreasing latent dimension d,, and that the error is lowest at d, = 64
for 1D and d, = 256 for 2D, suggesting the intrinsic dimension of each problem.



5 Discussion and Conclusion

In this work, we have introduced LE-PDE, a simple, fast and scalable method for accelerating
simulation and inverse optimization of PDEs, including its simple architecture, objective and inverse
optimization techniques. Compared with state-of-the-art deep learning-based surrogate models,
we demonstrate that it achieves up to 128 x reduction in the dimensions to update and up to 15x
improvement in speed, while achieving competitive accuracy. Ablation study shows both multi-step
objective and latent-consistency objectives are pivotal in ensuring accurate long-term rollout. We
hope our method will make a useful step in accelerating simulation and inverse optimization of PDEs,
pivotal in science and engineering.
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4. If you are using existing assets (e.g., code, data, models) or curating/releasing new assets...

(a) If your work uses existing assets, did you cite the creators? [Yes] In Appendix D]EJHIG

(b) Did you mention the license of the assets? [Yes] In Appendix [DYEIF|G]

(c) Did you include any new assets either in the supplemental material or as a URL? [Yes]
In Appendix [DIEIH[G]

(d) Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? [Yes] In Appendix [DIEIHIG]

(e) Did you discuss whether the data you are using/curating contains personally identifiable
information or offensive content? [Yes] In Appendix [DJE]HIG]

5. If you used crowdsourcing or conducted research with human subjects...

(a) Did you include the full text of instructions given to participants and screenshots, if
applicable? [N/A]

(b) Did you describe any potential participant risks, with links to Institutional Review
Board (IRB) approvals, if applicable? [IN/A]

(c) Did you include the estimated hourly wage paid to participants and the total amount
spent on participant compensation? [N/A]
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Appendix

(d) LE-PDE prediction at ¢t = 40 (e) Ground-truth at t = 40

Figure S1: Visualization of LE-PDE testing on predicting the dynamics of turbulent 3D Navier-Stokes
flow through the cylinder with a novel Reynolds number (detail in Appendix [F)). The input domain
of size 2 x 1 x 1 is discretized into a 3D grid of 256 x 128 x 128, resulting in 4.19 million cells
per time step. Compression: LE-PDE learns latent dynamics with latent dimension of d, = 128,
achieving a 130,000 x reduction in representation dimension, compared with 4.19 million cells times
4 features per cell (p, vz, vy, v;) in input space. Prediction quality: The visualization is shown
at a cross-section of z = 50/128 x 1 along the direction of the cylinder. We see that compared
with ground-truth (c)(e), LE-PDE (b)(d) captures the turbulent dynamics reasonably well, predicting
both high-level and low-level dynamics in a qualitatively faithful way. This shows the scalability of
LE-PDE to large-scale simulations of PDE. Speed-up: To predict the state at ¢ = 40, on an Nvidia
Quadro RTX 8000 48GB GPU, the ground-truth solver PhiFlow uses 70.80s, an ablation our
LE-PDE-latenit without latent evolution (essentially a CNN) takes 1.03s, while our LE-PDE takes
only 0.084s. LE-PDE achieves an 840x speed-up compared to the ground-truth solver, and 12.3 x
speed-up compared to the ablation model without latent evolution.

In the Appendix, we provide details that complement the main text. In Appendix [A] we give a brief
introduction to classical solvers. In Appendix [B] we explain details about boundary interpolation
and annealing technique used in Section F.3] In Appendix [C} we give full explanation on the
architecture of LE-PDE used throughout the experiments. The following three sections explain details
on parameter settings of experiments: 1D family of nonlinear PDEs (Appendix [D)), 2D Navier-Stokes
flow (Appendix [E) and 3D Navier-Stokes flow (Appendix [F). In appendix we give details of
boundary inverse optimization conducted in Section4.3] In appendix [H] we show ablation study
for LE-PDE’s important parameters. In Appendix [I] we discuss the broader social impact of our
work. In appendix[J]] we give comparison of trade-off between some metrics for LE-PDE and some
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strong baselines. In addition, in Appendix Kl we compare LE-PDE to another model exploiting latent
evolution method from several aspects. We present the influence of varying noise amplitude with
some tables in Appendix [[] Finally, in Appendix M} we show the ablation study for various encoders
in different scenarios.

A Classical Numerical Solvers for PDEs

We refer the readers to [7] Section 2.2 and Appendix for a high-level introduction of the classical
PDE solvers. One thing that is in common with the Finite Difference Method (FDM), Finite Volume
Method (FVM) is that they all need to update the state of each cell at each time step. This stems
from that the methods require discretization of the domain X and solution u into a grid X. For
large-systems with millions or billions of cells, it will result in extremely slow simulation, as is also
shown in Appendix [F] where a classical solver takes extremely long to evolve a 3D system with
millions of cells per time step.

B Boundary Interpolation and Annealing Technique

Boundary interpolation. In order to allow gradients to pass through to the boundary parameter p,
we introduce a continuous boundary mask that continuously interpolates a discrete boundary mask
and continuous variables. Here, for the later convenience, we regard a mask as a function from a
grid structure N 2%28 to [0, 1]. Because boundary is composed by 1-dimensional segments, we use a
1-dimensional sigmoid function for the interpolation. Specifically, we define a sigmoid-interpolation
function on a segment as a map to a real from a natural number ¢ conditioned by a pair of continuous
variables x1, x5 and positive real S:

sigmoid(i=22), i<,
f(Z |.’L'1,J}2,6) = Singid(IQ,B_l)? €2 Sla (13)
sigmoid(GM’I(l%;l"‘kle)), 21 <1< .

Here, z; and x5 are the location of the edge of the line-segment boundary, which is to be optimized
during inverse optimization. GM_(|i — 21|, [i — 22|) = (3(|i — 21| + |i — 22|~!)) " denotes
the harmonic mea which is influenced more by the smaller of |¢ — x1| and |i — x|, so it is a soft
version of the distance to the nearest edge inside the line segment of 1 < 7 < x2. When [ tends to
0, the function f converges to a binary valued function: see also Fig.

We define a continuous boundary function CB on a segment in a grid to be the pullback of the
sigmoid-interpolation function with the projection to 1-dimensional discretized line (i.e., take a
projection of the pair of integers onto a 1-dimensional segment and apply f):

. | f(i](x1,22),8), if (i,4)isin a horizontal segment,
CB((i,J) | (x1,22), 8) = { f(jl(x1,22),B), if(i,7)isina vertical segment. (14)

Finally, a continuous boundary mask on a grid is obtained by (tranformation by a function 1 — x
and) taking the maximum on a set of C'Bs on boundary segments on the grid (see also Fig. [S3). The
boundary interpolation allows the gradient to pass through the boundary mask and able to optimize
the location of the edge of line segments (e.g. x1, x2).

Boundary annealing. As we see above, 3 can be seen as a temperature hyperparameter, and the
smaller it is, the more the boundary mask approximates a binary valued mask, and the less cells the
boundary directly influences. At the beginning of the optimization, the parameter of the boundary
(locations x1, x2 of each line segment) may be far away from the optimal location. Having a small
temperature 5 would result in vanishing gradient for the optimization, and very sparse interaction
where the boundary mainly interact with its immediate neighbors, resulting in that very small gradient
signal to optimize. Therefore, we introduce an annealing technique for the boundary optimization,

*GMy(z,y) = (5(=" + y"))"/" is generalized mean with order . The harmonic mean GM_1(z,y)
interpolates between arithmetic mean GM (z,y) = % (z + y) and the minimum GM_  (z,y) = min(z, y),
and is influenced more by the smaller of = and y.
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Figure S2: The interpolation of binary valued function by a sigmoid-interpolation function. Con-

tinuous variables (z1,22) are set to be (31.5,91.3). The continuous variables define edges of a
continuous segment.
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Figure S3: Continuous bounds with different parameters 5 = 5 (left), 2 (middle) and 0.01 (right). As
[ decreases, the edges of the boundaries tend to have steeper slopes.

where at the beginning, we start at a larger /3y, and linearly tune it down until at the end reaching
a much smaller 5. The larger 3 at the beginning allows denser gradient at the beginning of inverse
optimization, where the location of the boundary can also influence more cells, producing more
gradient signals. The smaller S at the end allows more accurate boundary location optimization at the
end, where we want to reduce the bias introduced by the boundary interpolation.

C Model Architecture for LE-PDE

Here we detail the architecture of LE-PDE, complementary to Sec. 3.1} This architecture is used
throughout all experiment, with just a few hyperparameter (e.g. latent dimension d,, number of
convolution layers) depending on the dimension (1D, 2D, 3D) of the problem. We first detail the 4
architectural components of LE-PDE, and then discuss its current limitations.

Dynamic encoder ¢g. The dynamic encoder ¢ consists of one CNN layer with (kernel-size, stride,
padding) = (3, 1,1) and ELU activation, followed by F, convolution blocks, then followed by a
flatten operation and an MLP with 1 layer and linear activation that outputs a d,-dimensional vector
z" € R% at time step k. Each of the F, convolution block consists of a convolution layer with (kernel-
size, stride, padding) = (4, 2, 1) followed by group normalization [74] (number of groups=2) and
ELU activation [75]. The channel size of each convolution block follows the standard exponentially
increasing pattern, i.e. the first convolution block has C' channels, the second has C' x 21 channels, ...
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the n'" convolution block has C' x 2"~ channels. The larger channel size partly compensates for
smaller spatial dimensions of feature map for higher layers.

Static encoder 7. For the static encoder 7, depending on the static parameter p, it can be an F).-layer
MLP (as in 1D experiment Sec. [4.I] and 3D experiment Appendix [F), or a similar CNN+MLP
architecture as the dynamic encoder (as in Sec. [4.3]that takes as input the boundary mask). If using
MLP, it uses F;. layers with ELU activation and the last layer has linear activation. In our experiments,
we select F,. € {0,1,2}, and when F,. = 0, it means no layer and the static parameter is directly
used as z,,. The static encoder outputs a d,-dimensional vector z, € R%»,

Latent evolution model g. The latent evolution model g takes as input the concatenation of z* and
z,, (concatenated along the feature dimension), and outputs the prediction zF*+1. We model it as an
MLP with residual connection from input to output, as an equivalent of the forward Euler’s method
in latent space:

Z" Tl = MLP,(z)" + 2" (15)

In this work, we use the same MLP,, architecture throughout all sections, where the MLP, consists
of 5 layers, each layer has the same number d, of neurons as the dimension of z*. The first three
layers has ELU activation, and the last two layers have linear activation. We use two layers of linear
layer instead of one, to have an implicit rank-minimizing regularization [76], which we find performs
better than 1 last linear layer.

Decoder h. Mirroring the encoder ¢, the decoder h takes as input the z*+™ ¢ R% ,m = 0,1, ...M,
through an MLP,, and a CNN with Fj;, = Fj, number of convolution-transpose blocks, and maps
to the state U*T™ at input space. The MLP}, is a one layer MLP with linear activation. After
it, the vector is reshaped into the shape of (batch-size, channel-size, *image-shape) for the F,
convolution-transpose blocks. Then it is followed by a single convolution-transpose layer with
(kernel-size, stride, padding)=(3,1,1) and linear activation. Each convolution-transpose block
consists of one convolution-transpose layer with (kernel-size, stride, padding) = (4, 2, 1), followed by
group normalization and an ELU activation. The number of channels also follows a mirroring of the
encoder g, where the nearer to the output, the smaller the channel size with exponentially decreasing
size.

Limitations of current LE-PDE architecture. The use of MLPs in the encoder and decoder has its
benefits and downside. The benefit is that due to its flatten operation and MLP that maps to a much
smaller vector z, it can significantly improve speed, as demonstrated in the experiments in the paper.
The limitation is that it requires that the training and test datasets to have the same discretization,
otherwise a different discretization will result in a different flattened dimension making the MLP in
the encoder and decoder invalid. We note that despite this limitation, it already encompasses a vast
majority of applications where the training and test datasets share the same discretization (but with
novel initial condition, static parameter p, etc.). Experiments in this paper show that our method is
able to generalize to novel equations in the same family (Sec. [4.1)), novel initial conditions (Sec. 2]
and [4.3) and novel Reynolds numbers in 3D (Appendix [F). Furthermore, our general 4-component
architecture of dynamic encoder, static encoder, latent evolution model and decoder is very general
and can allow future work to transcend this limitation. Future work may go beyond the limitation
of discretization, by incorporating ideas from e.g. neural operators [34} 36], where the latent vector
encodes the solution function u(x, t) instead of the discretized states U, and the latent evolution
model then models the latent dynamics of neural operators instead of functions.

Similar to a majority of other deep-learning based models for surrogate modeling (e.g. [[13}[14]]),
the conservation laws present in the PDE is encouraged through the loss w.r.t. the ground-truth, but
not generally enforced. Building domain-specific architectures that enforces certain conservation
laws is out-of-scope of this work, since we aim to introduce a more general method for accelerating
simulating and inverse optimizing PDEs, applicable to a wide scope of temporal PDEs. It is an exciting
open problem, to build more structures into the latent evolution that obeys certain conservation laws
or symmetries, potentially incorporating techniques e.g. in [77, 78]. Certain conservation laws can
also be enforced in the decoder, for example similar to the zero-divergence as in [57]].
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D Details for experiments in 1D family of nonlinear PDEs

Here we provide more details for the experiment for Sec. [4.I] The details of the dataset have already
been given in Section @.1] and more detailed information can be found in [7] that introduced the
benchmark.

LE-PDE. For LE-PDE in this section, the convolution and convolution-transpose layers are 1D
convolutions, since the domain is 1D. We use temporal bundling steps S = 25, similar to the MP-
PDE, so it based on the past S = 25 steps to predict the next S = 25 steps. The input has shape of
(batch-size, S, Ci, = 1, nz), whiclﬂ we flatten the S and C}, dimensions into a single dimension and
feed the (batch-size, S x Ci, = 25, n,) tensor to the encoder. For the convolution layers in encoder,
we use starting channel size C' = 32 and exponential increasing channels as detailed in Appendix
We use Fy, = F. = 4 blocks of convolution (or convolution-transpose).

We perform search on hyperparameters of latent dimension d, € {64,128}, loss function ¢ €
{MSE, RMSE}, time horizon M € {4,5}, and number of layers for static encoder F,. € {0, 1,2},
and use the model with the best validation loss. We train for 50 epochs with Adam [61] optimizer
with learning rate of 10~2 and cosine learning rate annealing [76] whose learning rate follows a
cosine curve from 1073 to 0.

Baselines. For baselines, we directly report the baselines of MP-PDE, FNO-RNN, FNO-PR and
WENOS as provided in [[7]. Details for the baselines is summarized in Sec. @] and more in [7].

More explanation for Table[I] The runtimes in Table[I|are for one full unrolling that predicts the
future 200 steps starting at step 50, on a NVIDIA 2080 Ti RTX GPU. The “full” runtime includes the
time for encoder, latent evolution, and decoding to all the intermediate time steps. The “evo” runtime
only includes the runtime for the encoder and the latent evolution. The representation dimension, as
explained in Sec. 1] is the number of feature dimensions to update at each time step. For baselines
of MP-PDE, etc. it needs to update n, x S x 1 dimensions, i.e. the consecutive .S = 25 steps of
the 1D space with n, cells (where each cell have one feature). For example, for n, = 100, the
representation dimension is n,, X S X 1 = 100 x 25 x 1 = 2500. In contrast, our LE-PDE uses a
64 or 128-dimensional latent vector to represent the same state, and only need to update it for every
latent evolution.

Visualization of LE-PDE rollout. In Fig. 4] we show example rollout of our LE-PDE in the E2
scenario and comparing with ground-truth. We see that LE-PDE captures the shock formation (around
x = 14) faithfully, across all three spatial discretizations.

E Details for 2D Navier-Stokes flow

Here we detail the experiments we perform for Sec. f.2] For the baselines, we use the results reported
in [[14]. For our LE-PDE, we follow the same architecture as detailed in Appendix [C| Similar to other
models (e.g. FNO-2d), we use temporal bundling of S = 1 (no bundling) and use the past 10 steps to
predict one future step, and autoregressively rollout for 7" — 10 steps, then use the relative L2 loss over
the all the predicted states as the evaluation metric. We perform search on hyperparameters of latent
dimension d, € {128,256}, loss function £ € {MSE, RMSE, L2}, time horizon M € {4,T — 10},
number of epochs {200, 500}, and use the model with the best validation loss. The runtime in Table
is computed using an Nvidia Quadro RTX 8000 48GB GPU (since the FNO-3D exceeds the memory
of the Nvidia 2080 Ti RTX 11GB GPU, to make a fair comparison, we use this larger-memory GPU
for all models for runtime comparison).

F 3D Navier-Stokes flow

To explore how LE-PDE can scale to larger scale turbulent dynamics and its potential speed-up, we
train LE-PDE in a 3D Navier-Stokes flow through the cylinder using a similar 3D dataset in [12]],
generated by PhiFlow [73] as the ground-truth solver. The PDE is given by:

*Here Ciy is the number of input channels for u (¢, ). It is 1 since the u(t, ) has only one feature.
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Figure 4: Example rollout of LE-PDE for 200 steps (0 to 4s), with E2 scenario that tests the models
ability to generalize to new equations within the same family, for (a) n, = 40, (b) n, = 50, (c)
n, = 100, compared with ground-truth of (d) n, = 100. The LE-PDE models in the plot are using
the ones reported in Table[]] We see that LE-PDE captures the shock formation (around 2 = 14) very
accurately and faithfully, across all three spatial discretizations.

1

3tuL+uVuL = _;Vp_FVVVU.L? (16)
1

8tuy—|—u-Vuy = —;Vp—!—l/V-Vuy, (17)
1

O, +u-Vu, = —;Vp+z/V-VuZ7 (18)

subject to V -u = 0. (19)

We discretize the space into a 3D grid of 256 x 128 x 128, resulting in 4.19 million cells per time step.
We generate 5 trajectories of length 500 with Reynolds number {55.5, 56.8, 58.0, 58.3, 58.6} for
training/validation set and test the model’s performance on 2 additional trajectories with {57.4, 58.0}.
All the trajectories have different initial conditions. We sub-sample the time every other step, so
the time interval between consecutive time step for training is 2s. For LE-PDE, we follow the
architecture in Appendixg with I, = F} = 5 convolution (convolution-transpose) blocks in the
encoder (decoder), latent dimension d, = 128, and starting channel dimension of C' = 32. We use
time horizon M = 4 in the learning objective (Eq. , with (aq, a9, as, aq) = (1,0.1,0,0.1) (we
set the third step az = 0 due to the limitation in GPU memory). The Reynolds number p = Re is
copied 4 times and directly serve as the static latent parameter (number of layers F;. for static encoder
MLP r is 0). This static encoder allows LE-PDE to generalize to novel Reynolds numbers. We use
£ =MSE. We randomly split 9:1 in the training/validation dataset of 5 trajectories, train for 30 epochs,
save the model after each epoch, and use the model with the best validation loss for testing.

Prediction quality. In Fig. [ST| we show the prediction of LE-PDE on the first test trajectory with a
novel Reynolds number (e = 57.4) and novel initial conditions. We see that LE-PDE captures the
high-level and low-level turbulent dynamics in a qualitatively reasonable way, both at the tail and also
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in the inner bulk. This shows the scalability of our LE-PDE to learn large-scale PDEs with intensive
dynamics in a reasonably faithful way.

Speed comparison. We compare the runtime of our LE-PDE, an ablation LE-PDE-laterit and the
ground-truth solver PhiFlow, to predict the state at ¢ = 40. The result is shown in Table[5] For the
ablation LE-PDE-latent, its latent evolution model and the MLPs in the encoder and decoder are
ablated, and it directly uses the other parts of encoder and decoder to predict the next step (essentially
a 12-layer CNN). We see that our LE-PDE achieves a 70.80/0.084 ~ 840x speed up compared
to the ground-truth solver on the same GPU. We see that w.r.t. LE-PDE-latent (a CNN) that is
significantly faster than solver, our LE-PDE is still 1.03/0.084 = 12.3 times faster. This shows that
our LE-PDE can significantly accelerate the simulation of large-scale PDEs.

Comparison of number of parameters. We see that our LE-PDE uses much less number of
parameters to evolve autoregressively than FNO. The most parameters of LE-PDE are mainly in the
encoder and decoder, which is only applied once at the beginning and end of the evolution. Thus,
LE-PDE achieves a much smaller runtime than FNO to evolve to t=40.

G Details for inverse optimization of boundary conditions

1 40 60 80 100 120

a
o 20 4 e 80 100 120

Figure S4: Trajectories generated by ground-truth solver with initial boundary parameter (upper) and
optimized boundary parameter (lower).

Objective function. To define the objective function, we create masks (o1, 02) that correspond to
respective outlets of given a boundary. The masks are defined to be ones on the outlets’ voids (see
also Fig. [S5). With the masks, we define the objective function in Sec. [3.3] that can measure the
amount of smoke passing through the outlets:

Sk (00, U™ ()
K )'

2
Ld[p] = ZMSE(ti,
i=1

Here, (t1,t2) = (0.3,0.7), K = Y.7_; S>he_, (0;, U™ (p)) and (z,y) = 2Ty. We set k, = 50, ie.,
we use smoke at scenes after 50 time steps to calculate the amount of the smoke.

LE-PDE. The encoder g and decoder h have F,, = F}, = 4 blocks of convolution (or convolution-
transpose) followed by MLP, as specified in Appendix [C] The time step of input is set to be 1.

Table 5: Comparison of LE-PDE with baseline on runtime and representation dimension, in the 3D

Navier-Stokes flow. The runtime is to predict the state at £ = 40.
Representation  Error at # Paramter. # Parameters for ~ Training time Memory
dimension t =40 aramters oy olution model (min) per epoch  usage (MiB)

Runtime (s)

PhiFlow (ground-truth

solver) on CPU 1802 16.76 x 10° -
PhiFlow (ground-truth . g
Solver)gon GPU 70.80 16.76 x 109 - - - -
FNO (with 2-step loss) 7.00 16.76 x 106 0.1695 3,281,864 3,281,864 102 25,147
FNO (with 1-step loss) 7.00 16.76 x 106 0.3215 3,281,864 3,281,864 58 24,891
LE-PDE-latenit 1.03 16.76 x 106 0.1870 71,396,976 71,396,976 69 21,361
LE-PDE (ours) 0.084 128 0.1947 65,003,120 83,072 65 25,595
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Figure S5: Figures of outlet masks for given a boundary mask. The left mask is a boundary mask, the
middle mask o1 corresponds to the lower outlet and the right o5 the upper outlet.

The output of ¢ is a 128-dimensional vector z*. The latent evolution model g takes as input

the concatenation of z* and 16-dimensional latent boundary representation z,, along the feature
dimension, and outputs the prediction of 2**1. Here, z,, is transformed by r with the same layers
as g, taking as input an boundary mask, where the boundary mask is a interpolated one specified in
Appendix [B| The architecture of the latent evolution model g is the same as stated in Appendix |C]

with latent dimension d, = 128.

Parameters for inverse design. We randomly choose 50 configurations for initial parameters. The
sampling space is defined by the product of sets of inlet locations {79, 80, 81}, lower outlet locations
{44,45,46,47,48, 49,50} and smoke position {0, 1} x {—1,0,1}. We note that, even though we
use the integers for the initial parameters, we can also use continuous values as initial parameters as
long as the values are within the ranges of the integers. For one initial parameter, the number of the
iterations of the inverse optimization is 100. During the iteration for each sampled parameter, we
also perform linear annealing for /3 of continuous boundary mask starting from 0.1 to 0.05. We also
perform an ablation experiment with fixed 5 = 0.05 across the iteration. Fig. [S6shows the result.
We see that without annealing, the GT-solver (ground-truth solver) computed Error (0.041) is larger
than with annealing (0.035), and the gap estimated by the model and the GT-solver is much larger.
This shows the benefit of using boundary annealing.

0.8 —4— GT solver
—4— LE-PDE
s *°] GTsolver E
§e] R -solver Error
‘g 0.4, LE-PDE (ours) (Model estimated Error)
= constant 5 0.041 (0.032)
0.2 linear annealing (3 0.035 (0.036)
(b) Fractions estimated by ablated version of the inverse
0.0 . . . . . optimizer. Continuous boundary parameter S in the
| 20 40 60 80 100 ablated version is fixed across the iteration.
iteration

(a) Transition of fraction estimated by LE-PDE with
fixed 3. The difference (0.009) from fraction estimated
by GT-solver is larger than that of LE-PDE with anneal-
ing (0.001) in Table 3]

Figure S6: Ablation study of annealer in the inverse design for continuous boundary parameter 3.

Model architecture of baselines. We use the same notation used in Appendix [C}| LE-PDE-latent
uses the dynamic encoder g subsequently followed by the decoder k. Both ¢ and h have the same
number of layers I, = F}, = 4. The output of h is used as the input of the next time step. For the
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Figure S7: Fraction of smoke passing through the lower outlet computed by GT solver and estimated
by LE-PDE-laterit and FNO-2D in Sec. 3] The dashed line denotes the objective of 0.3 fraction of
smoke passing through the lower outlet.

FNO-2D model, we use the same architecture proposed in [14] with modes = 12 and width = 20.
Fig. [S7a)and [S7b]are transition of fractions estimated by the ground-truth solver and the models with
the boundary parameter under the inverse design. Compared with the one by our LE-PDE in Fig. 3¢}
we see that LE-PDE has much better GT-solver estimated fraction, and less gap between the fraction
estimated by the GT-solver and the model.

H More ablation experiments with varying latent dimension

In this section, we provide complementary information to Sec. [4.4] Specifically, we provide tables
and figures to study how the latent dimension d influences the rollout error and runtime. Fig. [6]
visualizes the results. Table [6] shows the results in the 1D E2 (n¢,n,) = (250,50) scenario that
evaluate how LE-PDE is able to generalize to novel PDEs within the same family. And Table[7]shows
the results in the 2D most difficult (v = 1075, N = 1000) scenario.

1D dataset. From Table [f] and Fig. [6a] we see that when latent dimension d is between 16 and
128, the accumulated MSE is near the optimal of 1 ~ 1.1. It reaches minimum at d, = 64. With
larger latent dimensions, e.g. 256 or 512, the error slightly increases, likely due to the overfitting.
With smaller latent dimension (< 8), the accumulated error grows significantly. This shows that
the intrinsic dimension of this 1D problem with temporal bundling of S = 25 steps, is somewhere
between 4 and 8. Below this intrinsic dimension, the model severely underfits, resulting in huge
rollout error.

From the “runtime full” and “runtime evo” columns of Table[6|and also in Fig. [6b] we see that as the
latent dimension d, decreases down from 512, the “runtime evo” has a slight decreasing trend down
to 256, and then remains relatively flat. The “runtime full” also remains relatively flat. We don’t see
a significant decrease in runtime with decreasing d,, likely due to that the runtime does not differ
much in GPU with very small matrix multiplications.

2D dataset. From Table[7]and Fig. we see that similar to the 1D case, the error has a minimum
in intermediate values of d,. Specifically, as the latent dimension d, decreases from 512 to 4, the
error first goes down and reaching a minimum of 0.1861 at d, = 128. Then it slightly increase with
decreasing d,, until d, = 16. When d, < 16, the error goes up significantly. This shows that large
latent dimension may results in overfitting, and the intrinsic dimension for this problem is somewhere
between 8 and 16, below which the error will significantly go up. As the latent dimension decreases,
the runtime have a very small amount of decreasing (from 512 to 256) but mostly remain at the same
level. This relatively flat behavior is also likely due to that the runtime does not differ much in GPU
with very small matrix multiplications.
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Table 6: Performance evaluation for LE-PDE with different latent dimension on 1D dataset (E2-50
scenario). The accumulated error = ni Zt’x MSE, summing over the predicted steps of 50-250, the

same as in Table[l| The runtime is measured by rolling out with the same 200 steps, measured on a
NVIDIA 2080 Ti RTX GPU, same as in Table The default is with d, = 128.)

LE-PDE | cumulative | runtime runtm.le # parameters. for
. (evolution) | # parameters | latent evolution
setting error (full) (ms)
(ms) model
d, =512 2.778 16.3 +£2.6 6.7+£1.0 4043648 1314816
d, = 256 2.186 150+ 0.8 6.1 £0.3 2271360 329728
d, =128 1.127 149 £ 1.1 6.0+04 1630976 82944
d, =64 0.994 144+ 1.0 5.74+0.3 1372224 20992
d, =32 1.048 145+ 0.8 5.8+04 1258208 5376
d, =16 1.041 14.1 £0.9 5.8+04 1205040 1408
d, =8 21.03 14.0 £ 0.7 5.6 0.2 1179416 384
d, =4 205.09 139+ 0.5 57+0.3 1166844 112

Table 7: Performance evaluation for LE-PDE with different latent dimension on 2D dataset (v = 10~°
scenario. The Error is the relative L2 norm measured over 10 rollout steps, the same as in Table 2]
The runtime is measured by rolling out with the same 10 steps, measured on a Nvidia Quadro RTX
8000 48GB GPU (same as in Table @, and average over 100 runs (the number after + is the std. of
the 100 runs). The default is with d, = 128.)

LE-PDE | cumulative | runtime runtn.ne # parameters‘ for
. (evolution) | # parameters | latent evolution
setting error (full) (ms)
(ms) model
d, =512 0.1930 162+ 1.1 6.8 +£0.7 6467184 1313280
d, = 256 0.1861 148 + 1.1 5.8+04 3384944 328960
d, =128 0.2064 1484+05| 59+04 2089584 82560
d, =64 0.2252 147+0.7 | 60+0.7 1503344 20800
d, = 32 0.2315 1504 2.1 59+0.5 1225584 5280
d, =16 0.2236 142+13 | 58+0.6 1090544 1360
d, =28 0.3539 143406 | 57+£0.3 1023984 360
d, =4 0.6353 142+05 | 57+02 990944 100

More details in the ablation study experiments in Sec. [4.4] For the ablation “Pretrain with
Lyecons”» We pretrain the encoder and decoder with L..ons fOr certain number of epochs, then freeze
the encoder and decoder and train the latent evolution model and static encoder with L¢onsistency- Here
the Lyii-siep 18 not valid since the encoder and decoder are already trained and frozen. For both 1D
and 2D, we search hyperparameters of pretraining with {25, 50, 100}, and choose the model with the
best validation performance.

I Broader social impact

Here we discuss the broader social impact of our work, including its potential positive and negative
aspects, as recommended by the checklist. On the positive side, our work have huge potential
implication in science and engineering, since many important problems in these domains are expressed
as temporal PDEs, as discussed in the Introduction (Sec. [T). Although this work focus on evaluating
our model in standard benchmarks, the experiments in Appendix [F| also show the scalability of
our method to problems with millions of cells per time steps under turbulent dynamics. Our LE-
PDE can be applied to accelerate the simulation and inverse optimization of the PDEs in science
and engineering, e.g. weather forecasting, laser-plasma interaction, airplane design, etc., and may
significantly accelerate such tasks.

We see no obvious negative social impact of our work. As long as it is applied to the science and
engineering that is largely beneficial to society, our work will have beneficial effect.
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Figure 6: Error vs. latent dimension d, for (a) 1D and (c) 2D scenario, and runtime vs. latent
dimension d, for (b) 1D and (d) 2D scenario. We see that in 1D, the Error stays near optimum with
latent size in [16, 128], and goes up outside the range. The runtime evo have a slight decreasing
trend from latent dimension at 512 to 256, and stays relatively flat. For 2D, the Error decreases
with increasing latent dimension, reaching an optimum at d, = 256, and then slightly increases. Its
runtime full have a slight decrease from latent dimension of 512 down to 256, and otherwise stays
relatively flat.

J Pareto efficiency of FNO vs. LE-PDE

The following Table [S§|shows the comparison of performance of FNO with varying hyperparameters.
The hyperparameter search is performed on a 1D representative dataset E2-50. We evaluate the
models (with varying hyperparameters) using the metric of the cumulative error and runtime. The
most important hyperparameters for FNO are the “modes”, which denotes the number of Fourier
frequency modes, and “width”, which denotes the channel size for the convolution layer in the FNO.

We also perform hyperparameter search on a 2D representative dataset with v = 107°. Table
shows the comparison of performance of FNO with varying hyperparameters. Hyperparameters to be
varied and metrics for the evaluation are same as that of Table [S§]

We can compare the above two tables with Table [ and [7] We also create plots Figure[S8|and [S9|
that compare the trade-off between several metrics shown in the tables for LE-PDE and FNO. Note
that we provide both the total number of parameters (second last column) and number of parameters
for latent evolution model (last column). The latter is also a good indicator since during long-term
evolution, the latent evolution model is autoregressively applied while the encoder and decoder are
only applied once. So the latent evolution model is the deciding component of the long-term evolution
accuracy and runtime.
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Table S8: Performance evaluation with FNO hyperparameter search on 1D dataset (E2-50 scenario.)

FNO setting CUI::;I(E)I:IVe (tl:lllllrll)tl(ﬁz) # parameters
modes=16, width=64

(default setting) 2.379 21.2+6.9 292249
modes=16, width=128 3.107 21.7+ 4.3 1138201
modes=16, width=32 2.695 22174 78169
modes=16, width=16 2.755 21.0+ 5.7 23353
modes=16, width=8 4.992 179+ 1.2 9001
modes=20, width=128 2.804 20.9+ 1.1 1400345
modes=20, width=64 2.626 19.3+ 0.9 357785
modes=12, width=64 2.899 19.64+2.2 226713
modes=8, width=64 2.240 19.7+ 1.3 161177
modes=4, width=64 2.326 19.24+0.9 95641
modes=8, width=32 2.366 1824+ 1.0 45401
modes=8, width=16 2.505 18.1£ 1.2 15161
modes=8, width=8 5.817 184+ 1.2 6953

Table S9: Performance evaluation with FNO hyperparameter search on 2D dataset (v = 107°

scenario.)

FNO setting L2 error (¥ES;E$:) # parameters

modes=12, width=20

(default setting) 0.1745 | 42.7+£10.9 465717
modes=12, width=40 | 0.1454 4277+4.2 1855977
modes=12, width=10 | 0.2016 403 +54 117387
modes=12, width=5 0.2398 455+74 29922
modes=16, width=20 | 0.1710 43.7+42 824117
modes=8, width=20 0.1770 43.1+3.1 209717
modes=4, width=20 0.1997 432 +4.8 56117
modes=8, width=10 0.2109 422 +4.8 53387
modes=8, width=5 0.2415 433 +43 13922

From the comparison, we see that:

* For 1D dataset, LE-PDE Pareto-dominates FNO in error vs. runtime plot (Fig. [S8(a)). FNO’s
best cumulative error is 2.240, and runtime is above 17.9ms, over the full hyperparameters
combinations (number of parameter varying from 6953 to 1.4M). In comparison, our LE-
PDE achieves much better error and runtime over a wide parameter range: for d, from 16 to
64, LE-PDE’s cumulative error < 1.05, runtime < 14.5ms, latent runtime < 5.8ms, (which
uses 1408 to 82944 number of parameters for latent evolution model, and 1.2-1.4M total
parameters). In terms of cumulative error vs. #parameter plot (Fig. [S9(a)), the LE-PDE
with evolution model typically has less parameters than FNO, which in turn also have
less parameters than LE-PDE with full model. This makes sense, as the latent evolution
requires much less parameters. Adding the encoder and decoder, LE-PDE may have more
#parameters. But still it is the evolution parameter that is the most important for long-term
evolution.

* For 2D dataset, FNO’s cumulative error is slightly better than LE-PDE, but its runtime is
significantly larger (Fig. [S8|b)). Concretely, the best FNO achieves an error of 0.1454 while
the best LE-PDE’s error is 0.1861. FNO’s runtime is above 40ms, while LE-PDE’s runtime
is generally below 15ms and latent evolution runtime is below 6ms. LE-PDE uses larger
total number of parameters but much less number of parameters for latent evolution model.
Also, similar to 1D, in terms of error vs. #parameter plot (Fig. [S9(b)), the LE-PDE with
evolution model typically has much less parameters than FNO, which in turn also typically
have less parameters than LE-PDE with full model.
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Figure S8: Comparison of trade-off between cumulative error and runtime of LE-PDE and FNO for
1D and 2D dataset. Dotted line connected to filled marker is Pareto frontier for respective model.
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Figure S9: Comparison of trade-off between number of parameters and cumulative error of LE-PDE
and FNO for 1D and 2D dataset. Dotted line connected to filled marker is Pareto frontier for respective
model.

Which family of PDEs can our LE-PDE apply:. we can think of a PDE as a ground-truth model
that evolves the state of a physical system. Typically, the states show more global, dominant features,
and can be described by a state vector with much smaller dimension than the original discretization.
Our LE-PDE exploit this compressivity of state to evolve the system in latent space and achieve
speedup, and as long as the PDE does not significantly increase the spatial complexity of the state as it
evolves (e.g. developing finer and finer spatial details as in 2-stream instability in of plasma [75]]), our
method can apply. Most of the PDEs satisfy the above requirements that the state are compressible
and does not significantly increase its complexity, so our LE-PDE can be apply to most PDEs. Since
any compression of state can incur a possible increase of error (possibly large or small, as the Pareto
frontier of "error vs. runtime" and "error vs. #parameter" in Fig. [S8and[S9|show for our LE-PDE and
FNO), the more important/relevant question is then "what is the tradeoff of error vs. runtime we want
for the given PDE", since we can design the encoder of LE-PDE with varying amount of compression.
For example, we can design an encoder with minimal compression, so runtime reduction is low but
can guarantee to retain low error, or with a much more aggressive compression (like in our 2D and
3D experiments), but can still achieve minimal increase of error. The amount of compression is a
hyperparameter which can be obtained via validation set. Theoretically studying the best amount of
compression that achieves a good tradeoff will be left for an exciting future work.
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K Comparison of LE-PDE with LFM

To compare our LE-PDE with the Latent Field Model method (LFM) proposed in [18], we perform
additional experiments in the representative 1D and 2D datasets in Section 4.4 We perform the
ablation study where we (a) remove MLP in our model, (b) use LFM objective but maintain MLP, and
(c) full LFM: remove MLP, use LFM objective, while all other aspects of training is kept the same.
We use PyTorch’s jvp function in autograd to compute the Jacobian-vector product and carefully
make sure that our implementation is correct. Table[ST0]is the comparison table.

Table S10: Performance comparison of LE-PDE with LFM, for 1D dataset E2-50 scenario.

LE-PDE cumulative runtime runtlr.ne # parameters_ for
. (evolution) | # parameters | latent evolution
setting error (full) (ms)
(ms) model
LE-PDE (ours) 1.127 149+ 1.1 6.0+04 1630976 82944
(a) without MLP 7.930 172+60 | 83+04 2730368 1580544
(b) with LFM objective 58.85 15715 | 65+0.6 1630976 82944
(¢) full LFM: without MLP,
with LEM objective 26.12 157+13 | 84+0.7 2730368 1580544

Table [STT] shows the comparison result of LE-PDE with LFM obtained by performing additional
experiments on the representative 2D dataset in Section

Table S11: Performance comparison of LE-PDE with LFM, for 2D dataset v = 1e-5 scenario.
runtime

. cumulative | runtime . # parameters for

LE-PDE setting error (full) (ms) (eV(()::Son) # parameters evolution model
LE-PDE (ours) 0.1861 148+ 1.1 | 58+04 3384944 328960
(a) without MLP 0.2120 166+£22 | 924038 2126960 1181184
(b) with LFM objective 0.4530 158+23 | 62406 3384944 328960

(c) full LFM: without MLP,

with LEM objective 0.6315 162+19 | 91+04 2126960 1181184

From the above tables, we see that without MLP, it actually results in worse performance (ablation
(a)), and with LFM objective, the error is larger, likely due to that the dataset are quite chaotic and
LFM may not adapt to the large time range in these datasets.

L Influence of varying noise amplitude

Here, we perform additional experiments on how the noise affects the performance, on the repre-
sentative 1D used in Section {.4] “Ablation Study”. Table [ST2]shows the results. Specifically, we
add random fixed Gaussian noise to the training, validation and test sets of the dataset, with varying
amplitude. The noise is independently added to each feature of the dataset. It is also “fixed” in the
sense that once added to the dataset, the noise is freezed and not re-sampled. This mimics the real
world setting where random observation noise can corrupt the observation and we never have the
ground-truth data to train and evaluate from.

We also perform experiments similar to Section[[]on a 2D representative dataset used in Section [4.4]
“Ablation Study”. Table[ST3|shows the results.

Note that the value range of both datasets are within [—2, 2]. From Table we see that LE-PDE’s
cumulative error stays excellent (< 1.456) with noise amplitude < 10™°, much smaller than state-
of-the-art MP-PDE’s error of 1.63 and FNO-PF’s 2.27. Even with noise amplitude of 1072, the
LE-PDE’s error of 2.612 still remains reasonable.

From Table @], we see that LE-PDE is quite resilient to noise, with error barely increases for noise
amplitude up to 2 x 1072, and only shows minimal increase at noise level of 10~1. As a context,
U-Net’s error is 0.1982 and TF-Net’s error is 0.2268 (Table 2 in main text).

In summary, in the 1D and 2D datasets, we see that LE-PDE shows good robustness to Gaussian
noise, where the performance is reasonable where the ratio of noise amplitude to the value range can
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Table S12: Evaluation of cumulative error of LE-PDE on 1D dataset (E2-50 scenario) with varying
noise amplitude. The amplitude is the standard deviation of the diagonal Gaussian and the value
range of the state u(t, z) is within [—2, 2].

Noise amplitude | cumulative error
0 (default) 1.127
107° 1.253
1074 1.268
1073 1.456
102 2.612
2 x 1072 4.102
5 x 1072 9.228

Table S13: Evaluation of cumulative error of LE-PDE on 2D dataset (v = 10~° scenario) with
varying noise amplitude. The amplitude is the standard deviation of the diagonal Gaussian and the
value range of the state u(t, x) is within [—2, 2].

Noise amplitude | cumulative error
0 (default) 0.1861
1075 0.1880
10~ 0.1862
1073 0.1866
102 0.1897
2 x 1072 0.1875
5x 1072 0.1910
1071 0.2012

go up to 0.25% in 1D and 2.5% in 2D. The smaller robustness in the 1D Burgers’ dataset may be due
to that it is a 200-step rollout and the noise may make the model uncertain about the onset of shock
formation.

M Ablation of LE-PDE using pretrained autoencoder or VAE

In addition, we perform two ablation experiments that explore performing data reduction first and
then learn the evolution in latent space: (a) pretrain an autoencoder with states from all time steps,
then freeze the autoencoder and train the latent evolution model. This mimics the method in [79]. (b)
the encoder and decoder of LE-PDE is replaced with a VAE, first pre-trained with ELBO on all time
steps, then freeze the encoder and decoder and train the latent evolution model. All other aspects of
the model architecture and training remains the same. The result is shown in the Table[ST4]and Table
[ST3]for the 1D and 2D datasets in Section 4.4]of “Ablation study”.

Table S14: Ablation study of LE-PDE using pretrained autoencoder or VAE, for 1D dataset (E2-50
scenario.)

LE-PDE setting Cumulative error
LE-PDE (ours) 1.127
(a) pretrain autoencoder 1.952
(b) pretrained VAE 1.980

From Table[ST4]and [ST3] we see that performing pre-training results in a much worse performance,
since the data reduction only focuses on reconstruction, without consideration for which latent state
is best used for evolving long-term into the future. On the other hand, our LE-PDE trains the
components jointly with a novel objective that not only encourages better reconstruction, but also
long-term evolution accuracy both in latent and input space. We also see that VAE as data-reduction
performs worse than autoencoder, since the dynamics of the system is deterministic, and having a
stochasticity from the VAE does not help.
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Table S15: Ablation study of LE-PDE using pretrained autoencoder or VAE, for 2D dataset (v = 107
scenario.)

LE-PDE setting Cumulative error
LE-PDE (ours) 0.1861
(a) pretrain autoencoder 0.2105
(b) pretrained VAE 0.2329
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