Commun. Math. Phys. 222, 97 — 116 (2001) Communications in

Mathematical
Physics
© Springer-Verlag 2001

Operator Algebras and Poisson M anifolds
Associated to Groupoids*

N. P. Landsman**

Korteweg—de Vries Institute for Mathematics, University of Amsterdam, Plantage Muidergracht 24,
1018 TV Amsterdam, The Netherlands. E-mail: npl@science.uva.nl

Received: 6 December 2000 / Accepted: 19 April 2001

Dedicated to Dai Evans at his 50th birthday

Abstract: Itis well known that a measured groupdiddefines a von Neumann algebra
W*(G), and that a Lie groupoid; canonically defines both @*-algebraC*(G) and

a Poisson manifoldi*(G). We construct suitable categories of measured groupoids,
Lie groupoids, von Neumann algebras;-algebras, and Poisson manifolds, with the
feature that in each case Morita equivalence comes down to isomorphism of objects.
Subsequently, we show that the maps— W*(G), G — C*(G), andG — A*(G)

are functorial between the categories in question. It follows that these maps preserve
Morita equivalence.

1. Introduction

Kontsevich has introduced the idea of the “three worlds”, viz. commutative, Lie, and
associative algebras, relating these worlds to each other and to “formal” noncommutative
geometry [17]. In the context of noncommutative geometry in the sense of Connes [4],
and in particular of its relationship with quantum theory and quantization, three other
worlds are relevant, namely von Neumann algelfdsalgebras, and Poisson manifolds.
Groupoids provide access to each of these.

Firstly, measured groupoids [29,38,13,10,2,33] define von Neumann algebras
W*(G) in standard form [5, 14,43, 45,40]. Secondly, Lie groupa@id®7] canonically
defineC*-algebrag’*(G) [3,4]. Thirdly, one may canonically associate a Poisson man-
ifold A*(G) with a Lie groupoidG [6,7,9].

For the most basic examples of these associations, first note thatSadsedines
two entirely different groupoids. The first h&sas the total spac&4, and also as the
base spacé& of G. If S is an analytic measure spack, ), this leads tov*(X) =
L*®(X, u), and if § is a manifoldM one obtaingC*(M) = Co(M), andA*(M) = M

* The results in this paper were first presented in Cardiff on 10. 10. 2000.
** Supported by a Fellowship from the Royal Netherlands Academy of Arts and Sciences (KNAW).
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with zero Poisson bracket. The second is the pair groupol] with G; = § x S and
Go = S. Inthat case one haB* (X x X) = B(L3(X, n)), C*(M x M) = R(L3(M)),
andA*(M x M) = T*(M).

If the groupoid is a group, one recovers the usual von Neumann algebr&*and
algebra defined by a locally compact group. The Poisson manifold defined by a Lie
group is just the dual of the Lie algebra, equipped with the Lie—Poisson structure. Group
actions define the associated action groupoids [27], which in turn reproduce the group
measure space construction of Murray and von Neumann, the notion of a transformation
groupC*-algebra, and the class of semidirect Poisson structures, respectively (for the
latter cf. [19]). For example, in the ergodic case all hyperfinite factors arise in this way.

Finally, the von Neumann algebras ail-algebras defined by foliations [2—4, 33]
may be seen as special cases of the above constructions as wellGiikéne holonomy
groupoid of a smooth foliation. This class of examples formed a major motivation for
the development of noncommutative geometry.

For fixed G, there are certain relationships between these constructions. Under ap-
propriate technical conditions, both measured and Lie groupoids may be seen as special
instances of locally compact groupoids with Haar system [40]; see [39] and [23,21], re-
spectively. The von Neumann algeli#a (G) is then simply the weak closure 6f(G)
initsregular representation. The connection betw&®id7) andC* (G) is deeperC*(G)
is a strict deformation quantization df(G)[21-23]. This means, among other things,
that there exists a continuous field@f-algebras ovef0, 1], whose fiber above 0 is the
commutativeC*-algebraCo(A*(G)), all other fibers being*(G). The C*-algebra of
continuous cross-sections of this continuous field turns out to b€tkagebra of the
normal groupoid [15] defined by the embeddiig — G of the unit space of; into
its total space (Connes’s tangent groupoid [4] corresponds to the special case of a pair
groupoidG = M x M).

In the present paper, we examine and compare the properties of the associations
G~ W*(G),G — C*(G)andG — A*(G) as afunction of5. Our main result is that
each of these maps is functorial, though not with respect to the obvious arrows defining
the pertinent categories. The categories that are involved have the desirable property
that isomorphism of objects is the same as Morita equivalence (as previously defined by
Rieffel for von Neumann algebras a6d-algebras [42] and by Xu for Poisson manifolds
[54]), so that functoriality implies that Morita equivalence is preserved.

Often involving different terminology, for von Neumann algebras many special cases
of the latter property have been known for some time, starting with Mackey’s ergodic
imprimitivity theorem [29, 38], and including results in [10, 18,39, 49]. Eéralgebras
and Poisson manifolds the preservation of Morita equivalence was already known in
full generality; see [36] and [24], respectively. Special cases of our functoriality results
include also [34,35,48,47]. We surmise that the computations in [15], taking place in
the category KK of separablé*-algebras as objects and KK-groups as arrows, can be
generalized to arbitrary Lie groupoids; they should then be related to our results as well.

The plan of this paper is as follows. In Sect. 2 we deal with measured groupoids and
von Neumann algebras, in Sect. 3 we treat Lie groupoidsdralgebras, and in Sect. 4
we end with Lie groupoids and Poisson manifolds. Our main results are Theorems 1, 2,
and 3.

The reader will notice that the category of measured groupoids and the category
of Lie groupoids are defined in an apparently totally different way. The fact that these
categories are actually closely related is explained in [26], to which we refer in general
for motivation and for more details about the categories we use here. This includes the
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proof that, as already mentioned, in each case recognized notions of Morita equivalence
turn out to coincide with isomorphism of objects in the pertinent category.

Notation. We use the notation
AxLEC ={a,c)e AxC| fla) = g(c))

for the fiber product of setd andC with respectto mapg : A — B andg : C — B.
The total space of a groupod@ is denoted byG 1, and its base space I6§. The source
and target projections are called Gl —> Goandr : G1 — Go, and multiplication is a
mapm : Go — G1,wWith G, = G1 XG G1. The inversion is denoted by: G1 — Gj.

A functor® : G — H decomposes |ntd> : G; > H;,i = 1,2, subject to the usual
axioms.

2. Functoriality of G —» W*(G)

2.1. The category MG of measured groupoids and functors. The concept of a measured
groupoid emerged from the work of Mackey on ergodic theory and group representations
[29]. For the technical development of this concept see [38, 13, 10]. A different approach
was initiated by Connes [2]. The connection between measured groupoids and locally
compact groupoids is laid out in [40, 39].

Definition 1. ABorel groupoidisagroupoid G for which G1 isan analytic Borel space,
I 'isaBord map, G2 C G1 x G1isaBorel subset, and multiplication m isaBorel map.
It follows that Gg isa Borel setin G1, and that s and ¢ are Borel maps.

A left Haar system on a Borel groupoid is a family of measures {v*},cg,, where v*
is supported on the ¢-fiber G* = +~1(u), which isleft-invariant in that

[0 ra = [ @@ 50 @)

for all x € G1 and all positive Borel functions f on G1 for which both sides are finite.

A measured groupoid is a Borel groupoid equipped with a Haar system as well as
a Borel measure v on G with the property that the measure class of the measure v on
G, defined by

v :/ dv(u)v", (2.2)
Go

isinvariant under I (in other words, v=1 = 1 (v) ~ v).

Recall that the push-forward of a measure under a Borel map is givevjyf) =
v(t~1(E)) for Borel setst C Go.

This definition turns out to be best suited for categorical considerations. It differs
from the one in [38,13], which is stated in terms of measure classes. However, the
measure class ofdefines a measured groupoid in the sense of [38, 13], and, conversely,
the latter is also a measured groupoid according to Definition 1 provided one removes
a suitable null set fronGg, as well as the corresponding arrowsGn; cf. Thm. 3.7
in [13]. Similarly, Definition 1 leads to a locally compact groupoid with Haar system
[40] after removal of such a set; see Thm. 4.1 in [39]. A measured groupoid according
to Connes [2] satisfies Definition 1 as well, withconstructed from the Haar system
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and a transverse measure [33]. See all these references for extensive information and
examples.

The fact that a specific choice of a measure in its class is made in Definition 1 is
balanced by the concept of a measured functor between measured groupoids, which is
entirely concerned with measure classes rather than individual measures. Moreover, one
merely uses the measure clas$ of

The measuré on Gg induces a measufeon Go/ G, as the push-forward afunder
the canonical projection, and similarly for a measured grougbitbr whose measures
we will use the symbol instead ofv. We say that a functodb is Borel if both®g and
@1 are. If so,®g induces a Borel maﬁ)o : Go/G — Hp/H in the obvious way.

Definition 2. A measured functor ® : G — H between two measured groupoids is a
Borel map that is algebraically a functor and satisfies ®g(V) << A.

What we here call a measured functor is called a strict homomorphism in [38], and
a homomorphism in [39]. Also, note that in [29, 38, 10] various more liberal definitions
are used (in that one does not impose thdte a functor algebraically at all points), but
it is shown in [39] that if one passes to natural isomorphism classes, this greater liberty
gains little.

Definition 3. The category MG has measured groupoids as objects, and isomorphism
classes of measured functors as arrows. (Here a natural transformation v : Go — Hi
between Borel functors from G to H is required to be a Borel map.) Composition is
defined by [W] o [®] = [V o @], and the unit arrow at a groupoid G is 1 = [idg],
whereidg : G — G istheidentity functor.

2.2. The category W* of von Neumann algebras and correspondences. Let 9, 0 be
von Neumann algebras. Recall thattaldt correspondenc®t — H « D is given
by a Hilbert spacé{ carrying commuting normal unital representation§ldfand)1°P.
See [4]. The notion of isomorphism of correspondences is the obvious one: one requires
a unitary isomorphism between the Hilbert spaces in question that intertwines the left
and right actions.

Given two matched correspondené#s— H «— 9t anddt — K — B, one may
define ardt-B correspondenc®t — H Xy £ — P, called the relative tensor product
or “Connes fusion” of the given correspondences. This construction is a von Neumann
algebraic version of the bimodule tensor product in pure algebra. Various definitions
exist[4,44,51], which coincide up to isomorphism. This composition is associative up to
isomorphism. A standard representation of a von Neumann alg@tma? = L2(97),
unigue up to unitary equivalence, is best seen a8t correspondence with special
properties. One of these is thaf (M) acts as a two-sided unit f&fyy, again merely
up to isomorphism.

Definition 4. The category W* has von Neumann algebras as objects, and i somor phism
classesof correspondencesasarrows, composed by therelativetensor product, for which
the standard forms L2(901) are units.

To detail, we here regard an isomorphism clggs — H «— 91] as an arrow from
2 to N, so that the composition is

DT — K —~Plo[M— H —~ N =[IM— HXn K —P].
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Using results in [42,44], it is easily seen that two von Neumann algebras are Morita
equivalentiff they are isomorphic W* [26], and this is true iff there is a correspondence

in which the commutant of one is isomorphic to the opposite algebra of the other, or iff
they are stably isomorphic.

2.3. Themap G — W*(G) asa functor. It is well known that a measured groupoid
defines a von Neumann algebra in standard form [5,14,45,43,40]. In this section, we
extend the mags — W*(G) to a map fromMG to W*, and establish its functoriality.
The precise classes of Borel functighg on G1 for which the formulae below are
well defined are spelled out in the above papers; for example, one may assume that
f, g € I1(G1) as defined in [14].

Let G be a measured groupoid (cf. Definition 1). Convolution®is defined by

frglo) = /G 4O () gD, (2.3)
1

and involution is

fre) = feh. (2.4)
We here use the conventions in [40]; many authors include the modular homomorphism

A : G1 — Ry in (2.4), defined byA(x) = dv(x)/dv~1(x). We write L?(G) for
L2(G1,v). Foryr € L(G) the formulae

AL (Y = (A2 ) %y (2.5)
TR =V * f (2.6)
define the left and right regular representationd 6{G1); one then hasv*(G) =

7 (I1(G1))”, which is in standard form with respect §o: L2(G) — L?(G) defined
by

JY(x) = A) Y2y (x). (2.7)

One then had W*(G)J = W(G) = nr(11(G1))".

We have now defined the alleged func@r— W*(G) on objects. To define it
on arrows, letH be a second measured groupdid(with Haar system), and let
® : G — H be a measured functor (cf. Definition 2). Define a Hilbert space

L2(®) = L2 (Go ! Hl,/
Go

dv(u) x%(“)) ) (2.8)

Compare (2.2).Also, defing, : 11(G1) — B(L?(d)) andr, : 11(Hy) — B(L?(d))
by

o (fgu, h) = f dv' () A Y2 F e (y), @1y Hh); (2.9)

Gy

7, ()0, h) = /H A1) g Vg, hi). (2.10)
1

These expressions extendftos W*(G) andg € W*(H) by continuity, and it is easily
seen that one thus defines a correspond@®o@s) — L2(®) — W*(H).
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Theorem 1. The map W* : MG — W*, defined on objects by W5 (G) = W*(G) as
above, and on arrows (i.e., natural isomor phism classes of measured functors ® : G —
H) by

Wi ([@]) = [W*(G) — LA(®) — W*(H)],

is a functor.

Proof. For H = G and® = id one easily sees thdf’(id) = L(G), m; = 77, and
7w, = g (the= here standing for unitary equivalence). Hence one obtains the standard
form

Wi (id) = [W*(G) — L%(G) —~ W*(G)].

Since the unit arrows iW* are precisely the standard forms, this shows Wiatmaps
units into units.

We now need to show that, for a third measured groupbehd a measured functor
v : H — K,onehas

W*(G) — LA(®) Ry LA(W) — W*(K) (2.11)
= WH(G) — L3(W o ®) — W*(K). (2.12)

SinceW*(H) — L2?(H) is in standard form, one can easily compute the relative
tensor product by applying the general prescriptions in [44] to the case at hand. We use
the notation in [44] and [14]. Thu¥; c L2(H) is the left Hilbert algebra associated to
the above standard form. This defines a normal semi-finite faithful weightw*(H)
by A(f** f) = ||f||%2(H) for f € Ay, andA(f* x f) = oo otherwise. The space of

A-bounded vectors i (W) is calledD(L2(¥), A). One defines a sesquilinear form on
L2(®) ® D(L?(W), A) (algebraic tensor product ové) by sesquilinear extension of

(1 ® Y1, 92 ® Yr2)o = (91, T (1, ¥2):)92) [2(0r)» (2.13)
where(yr1, ¥2), € W*(H) in fact lies in2;, and may be determined by its property
(f, (Y1, I/f2>)L)L2(H) = (Y1, ﬂk(Jf)\”Z)LZ(qJ), (2.14)

wheref € 2, is arbitrary. The forng, )g is positive semidefinite, and the completion of

the quotient of.2(®)® D(L?(W), A) by the null space of, )ointhe induced normis the

Hilbert spacel.?(®) Ky« gy L?(¥). The actions oW *(G) andW*(K) on L?(®) and

D(L?(W), A) C L?(¥) (which is stable undeW*(K)), respectively, induce actions on

L2(®) Nw=a) L2(W), defining this Hilbert space asé*(G)-W*(K) correspondence.
Denoting the Haar system d by p, from (2.14) one easily finds

(Y1, Y2)a(h) = f dp VM) (k) Yy (s (), k) Wra(t (h), W1 (h)k), (2.15)

K1

from which the form (2.13) may explicitly be computed. Now define
U : L3(®) ® D(L%(W), 1) — L3V o ®)

by linear extension of

Ulp®v¥): (u, k) — [ dr®™ )o@, h)y(sh), ¥1(h~Hk). (2.16)
Hy
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Using (2.15) and (2.13), one finds that

(U (91 ® Y1), Ulp2 ® ¥2)) 12000 = (91 ® Y1, 92 ® Y2)o. (2.17)

HenceU descends to an isometric map : L2(®) Ry«x) L2(¥) — L2V o ®).

Using the fact that the underlying measure spaces are analytic, it is easily shown that
the range otJ is dense, so thdf is unitary. A simple computation finally shows tHat
intertwines the pertinent actions 8f*(G) andW*(K). This proves (2.12). O

Since Morita equivalence for measured groupoids is isomorphisatGirand Morita
equivalence of von Neumann algebras is isomorphisiWin it follows that the map
G — W*(G) preserves Morita equivalence.

3. Functoriality of G —» C*(G)

Most of the following constructions apply to locally compact groupoids with Haar system
as well, but a key technical step in the proof of functoriality appears to be valid only in
the smooth case; cf. the paragraph preceding (3.10). Another reason for our restriction
to Lie groupoids is that the beautiful parallel with the classical case is only pertinent in
the smooth case.

3.1. Thecategory LG of Liegroupoidsand principal bibundles. Lie groupoids [27] play

a central role in differential geometry, once one starts looking for them. This applies, in
particular, to foliation theory [3,4]. In addition, many physical systems can be modeled
by Lie groupoids [21].

Definition 5. A Lie groupoid is a groupoid for which G1 and Go are manifolds, s and ¢
are surjective submersions, and m and I are smooth.

It follows that object inclusion is an immersion, thats a diffeomorphism, thaG,

is a closed submanifold af; x G1, and that for eacly € Gy the fiberss—1(¢) and
t~1(q) are submanifolds af 1. In this paper we include Hausdorffness in the definition
of a manifold for simplicity, though the total spacq of the holonomy groupoid of

a foliation usually fails to satisfy this condition. With more technical machinery, our
results should extend to that case also.

The categonL.G, and the key concept of a principal bibundle occurring in its def-
inition, arose in the work of Moerdijk [30], originally in the context of topos theory.
Similar structures independently emerged in foliation theory [3,12, 15]. The connection
between these two points of entry was made bgii[34, 35], from which the following
definitions are taken; for the basic underlying notion of a Lie groupoid action cf. [27].

Definition 6. A G-H bibundle is a manifold M equipped with smooth maps M = G
and M > Hy, aleft G-action (x,m) — xm fromG XSG; M to M,andaright H action
(m, h) — mh from M xiH; H to M, such that t(mh) = t(m), o (xm) = o(m), and
(xm)h = x(mh) forall m,h) €e M x Hand (x, m) € G x M.\WewriteG — M — H.

Suchabibundleiscalledleft principal when o isasurjectivesubmersion, the G action
isfree(inthat xm = m iff x € Go) and transitive along the fibers of . Equivalently, the

s

map from G1 xG*; M — M xp, M givenby (x, m) — (xm, m) is a diffeomorphism.
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A G-H bibundle M iscalled regular when it isleft principal and theright H action
is proper (in that the map (m, h) +— (m, mh) fromM x g, H to M x M is proper).

Two G-H bibundlesM, N arecalledisomorphicifthereisadiffeomorphismM — N
that intertwines the maps M — Go, M — Hp withthe maps N — Go, N — Hp, and
in addition intertwinesthe G and H actions (the latter condition iswell defined because
of the former).

Note that theG action in a left principalG-H bibundle is automatically proper. In
the topos literature a left principal bibundle is seen as a generalized magHfriand,
whereas in the foliation literature it is regarded as the graph of a map between the leaf
spaces of the foliations defining and H.

Now suppose one has left principal bibundl@gs— M «—~ H andH ~— N «— K.
The fiber produc x y, N carries a rightd action, given bys : (m, n) +— (mh, h=1n)
(defined as appropriate). We denote the orbit space by

M®y N=(M xy N)/H. (31)

This is a manifold, and, indeed,@ K bibundle under the obvious maps. The “tensor
product” ® is well defined on isomorphism classes. The canonital bibundleG,
defined by putting = H = G, T = ¢, ando = s in the above definitions, with left
and right actions given by multiplication in the groupoid, is a left and a right unit for the
bibundle tensor product (3.1), up to isomorphism.

Definition 7. The category LG has Lie groupoids as objects and isomorphism classes
of regular (i.e, left principal and right proper) bibundles as arrows. The arrows are
composed by (3.1), descending to isomorphism classes. The units 1 in G are the iso-
morphismclasses [G — G «= G] of the canonical bibundles.

A number of definitions of Morita equivalence of Lie groupoids have appeared in the
literature [12, 36, 30,53, 34, 35]; it can be shown that these are all equivalent, and that
two Lie groupoids are Morita equivalent iff they are isomorphic objectsGr{34, 26].

3.2. The category C* of C*-algebras and Hilbert bibundles. The definition ofC* is
based on the concept of &8 Hilbert bimodule, which is what Rieffel [42] called an
Hermitian B-rigged2(-module, with strict continuity of th&l action added. Thus an
A-B Hilbert bimodule is a HilberC* module& overB, along with a nondegenerate
*-homomorphism all into Loz (£). We write2l — £ = B. Two2(-B Hilbertbimodules
&, F are called isomorphic when there is a unitdhye Lo (€, F); cf. [20], p. 24.

The canonical bimoduleyd over aC*-algebra® is defined by(A, B)ys = A*B, and
the left and right actions are given by left and right multiplication, respectively. Rieffel's
interior tensor product [42,20] maps @B Hilbert bimodule€ and a®B-¢ Hilbert
bimodule F into an2A-¢ Hilbert bimodule€&®g3 F. This operation is well defined on
unitary isomorphism classes, ang &cts as a two-sided unit f@ys , up to isomorphism.

Definition 8. The category C* has C*-algebras as objects, and isomorphism classes
of Hilbert bimodules as arrows. The arrows are composed by Rieffel’s interior tensor
product, for which the canonical Hilbert bimodules 1g are units.

This category was introduced independently in [46], and, in the guise of a bicategory
(where the arrows are Hilbert bimodules rather than isomorphism classes thereof), in
[25]. It was shown in [46] that twa”*-algebras are Morita equivalent as defined by
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Rieffel [42] iff they are isomorphic as objects €i; also see [26] for a detailed proof.
The nondegeneracy condition in the definition of the arrowGiris essential for this
result.

It should be noted that Thm. 2.2 in [1] implies that the catedliyof Definition 4
is isomorphic to the subcategory 6f consisting of von Neumann algebras as objects
and normal selfdual Hilbert bimodules as arrows.

3.3. Themap G — C*(G) asafunctor. We will now prove that the mag — C*(G)
mentioned in the Introduction may be extended so as to associate Hilbert bimodules to
regular bibundles, thus defining a functor fra@ to C*. Although it should be possible

to use the geometric definition 6f(G) in terms of half-densities [4], as in our previous
direct proof thatlG — C*(G) preserves Morita equivalence [24], we find it much easier

to regard a Lie groupoid as a locally compact groupoid with smooth Haar system (cf.
the Introduction).

Specifically, a Lie groupoids has a left Haar systefv?}, g, such that? is sup-
ported orr ~1(¢) and is equivalent to Lebesgue measure in each coordinate chart (recall
thatr~1(¢) is a submanifold of51). Furthermore, for eaclfi € C2°(Gy) the function
g + [dvi(x) f(x) on Gg is smooth. This endow§°(G) with the structure of a
*-algebra under the operations (2.3) and (2.4). The groupéidlgebraC*(G) is a
suitable completion of the-algebraC2°(G); see [40] for the analogous case@f(G),
or [4,21] for the smooth case.

We have now defined the ma&p — C*(G) on objects. To define it on arrows, let
G — M < H be a regular bibundle (cf. Definition 6 for the notation that will be
used throughout this chapter). A key fact is that a Haar syste6 defines a family of
measures$i’ },cq, ON M, wherep” is supported ow ~1(r), on which it is equivalent
to Lebesgue measure in each coordinate chart. Moreover, for gaehCS° (M) the
functionr +— [ du” (m) f(m) on Ho is smooth, and the family i#f -equivariant (in the
sense of [41]) with respect to, the givenH action onM, and the natural rightf action
on Hp. This means that for each € C°(M) one has

/ dp'® (m) f(mh) = f dp* ™ (m) f(m). 3.2
Namely, for fixedr € Hy this system is defined by choosing € o ~1(r), and putting

/dur(m) f(m) = /dvf<"’0>(x)f(x—1mo). (3.3)

Using (2.1), one verifies that this is independent of the choicepfdespite the fact
thatz (mg) is not constant oa —1(r)). This definition is evidently possible because in a
regular bibundle th& action is principal oves.

The following lemma is similar to Thm. 2.8 in [36], and also appeared in [48] for
the locally compact case (this paper was drawn to our attention after the circulation of
an earlier draft of this paper as an e-print); our assumptions are weaker, since we do not
have an equivalence bibundle but merely a regular one. However, what is really used in
[36] is precisely our regularity properties.
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Lemmal. Let G — M < H bearegular bibundle. The formulae

0 0) ks / du'® GGy (mh): (3.4)
frpim— / dv™™ (x) f ()p(x~tm); (3.5)
0 g mi> /dk”(’")g(h_l)go(mh), (3.6)

where ¢, ¥ € C°(M), f € C*(G), and g € C°(H), define functions in C2°(H),
CX (M), and C°(M), respectively. This equips C2°(M) with the structure of a pre
Hilbert C*-module over C2°(H) (seen as a dense subalgebra of C*(H)), on which
C2°(G) (seen as a dense subalgebra of C*(G)) acts nondegenerately by adjointable
operators. Thisstructure may be completed to a C*(G)-C*(H) Hilbert bimodule, which
we call £(M).

Proof. It should now be obvious why the riglit action on a regular bibundle has to be
proper, since this guarante€$°(H )-valuedness of the inner product (otherwise, one
could land inC*° (H)).

The necessary algebraic properties may be checked by elementary computations. The
property{ep, ¥)* = (¥, ¢) follows from (3.2), the propertyp, ¥ - g) = (¢, ¥) x g isan
identity, the propertiegp, f - y/) = (f*- ¢, %) and(fix f2) - ¢ = f1- (f2- ¢) require
(3.3) and (2.1), and finally - (g1 * g2) = (¢ - g1) - g2 follows from (2.1) fora.

The proof of positivity of(, ) is the same as in [36]; it follows from Prop. 2.10 in
[36] and the argument of P. Green (see the remark following Lemma 2 in [11]). This
also proves the nondegeneracy of the actio B G) (and hence of the ensuing action
of C*(G)).

We cannot use the entire argument in [36] to the effect that everything can be com-
pleted, since in [36] one has&*(G)-valued inner product as well. However, it is quite
trivial to proceed, since by the above result¥ (M) is a pre HilbertC*-module over
C2°(H), which can be completed to a Hilbett*-module£(M) over C*(H) in the
standard way (cf. Ch. 1 in [20] or Cor. 1V.2.1.4 in [21]). One then copies the proof in
[36] of the property

(f-o. f-0) < If1%g, 0), (3.7)

where the norm is ilC*(G), to complete the argumentn

Theorem 2. Themap C* : LG +— C*, defined on objects by C§(G) = C*(G), and on
arrows by
Ci([G — M « H]) = [C*(G) — EM) = C*(H)],

is a functor.

Proof. We begin with the unit arrows. We claim that the construction in Lemma 1 maps
the canonical bibundl& — G < G into the canonical Hilbert bimodul€*(G) —
C*(G) = C*(G). Itiseasytocheckfrom (3.4)—(3.6) that, /) = ¢p*x¥, f-¢ = fx*p,
ande - g = ¢ * g. These properties pass to the completions by continuity. Hérice
preserves units.

Now let H — N «~ K be a second regular bibundle, so that one may form the bi-
bundle tensor produa” @y N (cf. (3.1)) and its associated*(G)-C*(K) Hilbert
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bimodule E(M ®y N). To compare~this with th&€*(G)-C*(K) Hilbert bimodule
EM)&c+m)E(N), we define a mag/ : CX(M) ®@c CX(N) — CX(M ®y N)
by

0 ®c¥) : [m.nly > / 27" () (mh)y (b~ n). (3.8)

Note that the right-hand side is well defined [en, n]y rather than(m, n) because
of the invariance property (2.1) fai. This map was introduced by Munh [34] for
smooth étale groupoids; we have merely replaced the counting measure by a general
Haar system.

We now show that the malp leaves the kernel of the canonical projection

CX(M) ®c CZ(N) — EM)&c+(mE(N)

stable, thal/ has dense range, and that accordingly the corresponding quotietif map
extended by continuity, defines an isomorphism

EM&c+mEN) ~ E(M &y N) (3.9)

asC*(G)-C*(K) Hilbert bimodules.
A lengthy but straightforward computation shows that

- . o
(U(p1 ®c Y1, U(p2 Q¢ wz))cggﬁmv

is equal to
EM E(N
(Y1, (91, <P2)Ci(h),) : ¢2>C5<(,)<),

which by definition is equal to

E(M)&cx i E(N)
{01 ®c+m) Y1, 92 OcxH) V2) o (k) =

Herep ®c+ ) ¥ isthe image op ®c ¥ in 5(M)®c*(H)8(N). In view of the definitions
of the various HilberC*-modules oveC*(K) involved, this computation implies that
U quotients and extends to an isomethffrom 6(M)®C*(H)5(N) toEM ®y N).
Moreover, using the fact tha and N are manifolds, it is easily seen théthas
a dense range i@°(M @y N) with respect to the inductive limit topology, so that it
certainly has a dense range for the topology induced 1M ®y N) by the norm on
E(M ®y N) as a HilbertC*-module ovelC*(K) (since the latter topology is finer than
the former). Sinc&€>°(M @y N) is itself dense i€ (M ®x N) in the latter topology,
it follows that U has dense range when seen as a map taking valu&gin®y N).
HenceU is an isometric isomorphism betweéﬂM)@c*(H)E(N) andé(M ®y N) as
Banach spaces. Note that the first claim in this paragraph is not obvious in the general
locally compact case; this is one of the reasons why we have restricted ourselves to Lie
groupoids in this chapter.
Another elementary computation shows that

Ulp®c (-9)=Ul@®cy¥)-g (3.10)
forg e C(M), ¥ € CX°(N), andg € C°(H). This implies that
Ul Qcxiy (W - 8) =Ule Qcxy ¥) - 8 (3.11)
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forallp € E(M), v € E(N), andg € C*(H). The reason for this is that a continuous
$Bo-linear map between two pre Hilbaft* modules over a dense subalgefig of B
extends to &3-linear map between the completions; this easily follows from the bound
IvBl < IBI V.

We conclude thal/ is aC* (K )-linear isometricisomorphism, and hence by Thm. 3.5
in [20] it is actually unitary (in particular, it now follows tha is adjointable).

Finally, analogously to (3.10) one obtains the equality

U(f - (p®cy¥)=f- Ulp®c ), (3.12)

wheref € C2°(G). Thistime, the passage of this property to the pertinent completions is
achieved through (3.7), which leads to the boliAd; || < ||A|| ||v || for any adjointable
operator on a (pre) Hilbel€*-module. Thus is C*(G)-linear as well. This proves
(3.9).

HenceC* preserves composition of arrows, and Theorem 2 folloves.

Since Morita equivalence of Lie groupoids is isomorphisth@) and Morita equiv-
alence ofC*-algebras is isomorphism i@*, we recover the known result that the map
G — C*(G) preserves Morita equivalence [36,24].

4. Functoriality of G —» A*(G)

The category on which the ma{* is going to be defined is as follows.

Definition 9. The category LGc has s-connected and s-simply connected Lie groupoids
as objects, and isomorphism classes of left principal bibundles as arrows. The arrows
and units are asin Definition 7.

In contrast with Definition 7, the class of objects is more restricted; this will be
necessary for our functor to preserve units. On the other hand, the bibundles need not
be right proper.

4.1. The category Poisson of Poisson manifoldsand dual pairs. The definition of a suit-
able category of Poisson manifolds [26] is based on the theory of symplectic groupoids
(cf. [6,50] and refs. therein). The objectsRoisson are defined as follows.

Definition 10. A Poisson manifold P is called integrable when there exists a symplectic
groupoid I'(P) over P.

This definition is due to [6]. Using Thms. 5.2, 5.3, and Al in [28] and Prop. 3.3 in [31], it
follows that if P is integrable, then there exists esgonnected ang-simply connected
symplectic groupoid™(P) over P, which is unique up to isomorphism [26].

The arrows inPoisson will be isomorphism classes of certain dual pairs. Given two
Poisson manifold® andQ, a dual pairQ < S — P consists of a symplectic manifold
S and Poisson mapg: S — Q andp : S — P~, such thatf{g* f, p*g} = 0 for all
f € C®(Q) andg € C*°(P) [52,16]. In a complete dual pair the mapsandq are
complete; a Poisson map: S — P is called complete when, for everly € C*°(P)
with complete Hamiltonian flow, the Hamiltonian flow gf* f on S is complete as

well (that is, defined for all imes). Tw@-P dual pairsQ & §; % p,i = 1,2, are
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isomorphic when there is a symplectomorphigmS; — S for which go¢ = ¢1 and
p2¢ = p1.

Based on results in [6,8,54], it can be shown that for integrable Poisson manifolds
P and Q, with associated s-connected and s-simply connected symplectic groupoids
I'(P) andI'(Q), there is a natural bijective correspondence between complete dual
pairsQ < S — P and symplectic bibundleE(Q) »— S «< I'(P). In particular,

the canonical symplectic bibundle associated to the dual }paisf'— r'(P) > Pis
r'(P) — T'(P) «— I'(P). Accordingly, we say that a dual pair is regular when it is
complete and when the associated symplectic bibundle is left principal (it is not necessary
to impose properness of the rightP) action).

Let R be a third integrable Poisson manifold, with associated s-connected and s-
simply connected symplectic groupdidR), and letQ < S1 — P andP < S — R
be regular dual pairs. The embeddifigx p S C S1 x S2 is coisotropic [21]; we denote
the corresponding symplectic quotientf)e p S2. This is the middle space of a regular
dual pairP < S; ®p S2 — R, which we regard as the tensor product of the given
dual pairs. An alternative way of defining this tensor product is to construct the groupoid
tensor producl’(Q) — S1 ®&rpy S2 «— T'(R) of the associated symplectic bibundles
[53]. Thus we have

S1@p S2 = 81 ®r(p) S2 4.1)

as symplectic manifolds, d3(Q)-I"(R) symplectic bibundles, and &-R dual pairs.
In any case, this tensor product is associative up to isomorphism, and the dual pair

pL I'(P) > P is atwo-sided unit for p, up to isomorphism [26].

Definition 11. The category Poisson has integrable Poisson manifolds as objects, and
isomor phism classes of regular dual pairs as arrows. The arrows are composed by the

tensor product ©®, for which the dual pairs P v ['(P) = P areunits. Here ['(P) is
“the” s-connected and s-simply connected symplectic groupoid over P.

The original reason for the introduction of this category was not so much the subse-
guent functoriality theorem, but rather the fact that two Poisson manifolds are Morita
equivalent in the sense of Xu [54] iff they are isomorphic objectBdisson [26]. In
particular, a Poisson manifold is integrable iff it is Morita equivalent to itself. Moreover,
we now have a classical analogue of the categak&andC*.

4.2. The map G — A*(G) as a functor. A Lie groupoid G defines an associated
“infinitesimal” object, its Lie algebroidi (G) [37]; see [27,6,21] for reviews. The main
point is thatA(G) is a vector bundle ovetg, endowed with an “anchor map! :
A(G) — T(Go) and a Lie algebra structure on its space of sect®Go, A(G))
that is compatible with the anchor map in a certain way.

It is of central importance to us that the dual vector bundlf¢G) is a Poisson
manifold in a canonical way [6,7,9], which generalizes the well-known Lie—Poisson
structure on the dual of a Lie algebra. We look at the pasSage A*(G) as a classical
analogue of the mag@ +— C*(G).

Another important construction is that of the cotangent bufdlgs) of G. This is
not merely a symplectic space (equipped, in our conventions [21,24], with minus the
usual symplectic form on a cotangent bundle, so that we \#tit€ ) ~ when this aspect
is relevant), but a symplectic groupoid with' (G); = T*(G1) overT*(G)o = A*(G)
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[6] (also see [50] for a review). For simplicity we will writé*(G) for T*(G1), and
denote the source and target projectiong fG) by § andz, respectively.

Lemma 2. The srgonnected and s-simply connected symplectic groupoid over A*(G)
is T*(G), where G is the s-connected and s-simply connected Lie groupoid with Lie
algebroid A(G) = A(G).

Proof. The existence of is guaranteed by Prop. 3.3 in [31]. Since the Poisson structure
onA*(G) is entirely determined by the Lie algebroid structurd ), one hast*(G) =
A*(G) as Poisson manifolds. It may be checked from its definition THaLG) is s-
connected and s-simply connecteddffis. O

In view of this lemma, we will henceforth assume that all Lie groupoids are s-
connected and s-simply connected, and drop the tilde. Thus we have defined the map
A* : LGc — Poisson on objects.

In order to define this map on arrows, we recall a number of results from [24], which
we here combine into a lemma.

Lemma 3. Anybibundle G — M < H (cf. Definition 6) definesa symplectic bimodule

A*(G) <£ T"(M)~ 1—15) A*(H), (4.2)
with associated symplectic bibundle
T*(G)™ — T*(M)™ — T*(H)". (4.3)
The explicit form of the “momentum mapf,ﬁ’ is

<JH(9 | dhey) > :<9 dmh(v) >
R e dir |A=0 o (m) " dr [A=0 m ’

whered,, € T5(M), o (m) = h(0),andh(r) € t~(o (m)), so that:(0) liesinAg ) (H)
andJg (0n) € A%\ (H).
The associated right action @f*(H) on T*(M) is given by

(4.4)

)1 dm(}) >
©oda 12=0/ypp—1

3 dm(W)h(\) B dh(})
- <0m’ di |A:0>m <ah, d)\. |A:0>h ’ (45)

wherem(0) = mh~1, andh(-) is a curve inH satisfyingh(0) = h ando (m(A)) =
1(h(1)). As explained in [24], Eq. (4.5) is independent of the choicé tlecause of
the compatibility condition]ﬁ(em) = §(ap) under whiché,, - (a) "1 is defined; cf.
Definition 6. Explicitly, this condition reads(m) = s(h), along with

dmyx (L) _ dhy(})
<9m’ di |)\,:0>m B <ah’ di |)‘:0>h ’ (46)

<9m 7

for all curvesy (-) € t~1(s(h)) subject toy (0) = s(h). Note that these formulae for
right actions are not given in [24], but they may be derived from those for left actions,
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together with the formula—! = —I*(«) for the inverse if*(G) (wherel : G1 — G1
is the inverse irG) [6].

The explicit form of J; will shortly be needed not fo6G — M < H, but for a
second bibundldf — N << K; hence we state it for the latter. The momentum map
JH : T*(N) — A*(H), then, is given by [24]

" dh()) . dh(0)n >
<JL (nn)’ d}\, |A=O>p(,1) - <77na d)\, |A=O i ’ (47)

wheren, € T (N), p(n) = h(0), andh(X) € t~L(p(n)); recallthatp : N — Hy s the
base map of théf action onN.
The associated left action @f*(H) on T*(N) is given by

dn(.) [ dh) ) dh())
R <”"’ TAZO>H ¥ <°‘h’ T|xzo>h B

wheren(0) = hn, andi(-) is a curve inH satisfyingh(0) = h andp(n(1)) = t(h(L)).
The condition under whichy, - n, is defined is]LH(nn) = §(ay), which readso(n) =

s(h), along with
-1
_ <77n’ dx@)—n > = <0lh, dx () > , (4.9)
d)  x=0/, d)  =0[

for x as specified after (4.6). This completes the exposition of Lemma 3.

Theorem 3. The map A* : LGc — Poisson, defined on objects by Aj(G) = A*(G)
and on arrows by

1(0G — M — H) =[A"(G) < T*(M)” — A*(H)],
is a functor.

Proof. The object mapij is well defined between the given categories by Lemma 2.
Turning to the unit arrows, we note that the construction in Lemma 3 maps the canonical
bibundleG — G « G into the symplectic bimodule

A*G) < T*(G) 5> A*(G).

To see this, recall thatandz are the source and target maps of the symplectic groupoid
T*(G)~. The lemma follows because, as already remarked in f2#jdf as defined in

[6] coincide with the momentum mappinq§ andJLG defined by Lemma 3, applied to

the canonical bibundle. It is here that the assumption of s-connectedness and s-simply
connectedness is essential.

We now turn to the composition of arrows. l@t— M «— H andH — N < K be
regular bibundles, with associated symplectic bimodalass) < T*(M)~ — A*(H)
andA*(H) < T*(N)~ — A*(K), respectively (cf. Lemma 3). We will prove that the
tensor product
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of these symplectic bimodules is isomorphic to the symplectic bimodule
A*(G) < T*(M ®y N)~ — A*(K) (4.11)

associated with the bibund@ — M ®y N — K.
We omit all suffixes " (as in $7), unless strictly necessary. By (4.1) and (3.1) we
have

T*(M) ©@axry T*(N) = (T*(M) * a1y T*(N))/ T*(H) (4.12)
asA*(G)-A*(K) symplectic bimodules. By (3.1), one has
T*(M ®g N) = T*((M xgy N)/H), (4.13)
S0 we start by proving that
(T*(M) x 4=y T*(N))/T*(H) = T*((M xpy N)/H) (4.14)
as symplectic manifolds. To do so, we first show that
T*((M *py N)/H) = (T*(M) %ty T*(N))/ ~ (4.15)

as manifolds, where- is an equivalence relation defined as follows. &, n,,) €
T*(M)*a*mry T*(N) (i-8.,0 (m) = p(n) andJ 6,,) = J} 1)), h € s7H(o(m)), and
(Gr’nh,l, M) € T*(M) % p+ery T*(N), we say that(?’;h,l, M) ~ (O, 1) iff for each

pair of vectorsn(0) € T,,,-1(M) andn(0) € Ty, (N) such that
0x(m(0)) = px(m(0)), (4.16)

there exists a curve(-) in H with 2(0) = h andt(h(L)) = o(m(L)) = p(rn(1)) (the
latter equality may be imposed for convenience because of (4.16)), such that

<9, dm(v) > +<n’ dn(%) >
mhd a=0] et T dn a=0] -t

=<0m,dm()n)h(k) > N < n’dh_l(k)n()»)
12=0/ 1

. (4.17)
di di [A=0/,

To prove (4.15), note that for any (possibly singular) smooth foliatiai a manifold
0 with smooth leaf spac@/® one has an isomorphism

C™(Q/®, T*(Q/ ) =~ C™(Q, T(P)D), (4.18)

where the right-hand side consists of all 1-formen Q that satisfyizw = 0 (forming

T(®)° c T*(Q)) andigdw = 0 (definingT (®)o), for all ¢ € C*°(Q, T(P)). This is

well known for regular foliations (cf. [32]), and the proof is the same in the singular
case (it merely depends on the smoothness of the leaf space). These conditions may be
rewritten assw = Lo = 0 (whereL is the Lie derivative), or agw = 0 for all vector

fields& as above ang*w = w for all diffeomorphismsy of Q that are generated by
such&. The isomorphism (4.18) is then given by<> n*«, wherer : Q — Q/® is

the canonical projection. In addition, one has

C™(Q. T(®)Q) ~ CX(Q/P, T(D)°/ ~), (4.19)
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where the equivalence relation on 7'(®)° is defined bys’ ~ g iff B/ = ¢*B for
some diffeomorphism as specified above. The isomorphism (4.19) associates a section
g — B(g) with a sectiorigle — [B(q)]~. Hence the ensuing isomorphism

C®(Q/®, T*(Q/®)) =~ C®(Q/®, T(®)°/ ~) (4.20)

is given bya < [r*a]-~.

We apply thistoQ = M xg, N, whered is the foliation by the orbits of the diagonal
H action. The condition of lying iff (®)° then has™ (M) *4+H) T*(N) as its solution
set, and the equivalence relatiordefined ford is precisely the one imposed by (4.17)
and preceding text. This proves (4.15).

Next, we show that the equivalence relatieron T*(M) *4+zy T*(N) coincides
with «, defined as follows. We say thear’nh_l, M)~ Om, mn) iff there existsay, €
T, (H) satisfying

§(an) = JE Om) (4.21)

(and therefore als@(ap) = J; H (1)), such that foreach pair of vectorsm(0) e
Tp-1(M) andn(0) € Tin(N) (not necessarily satisfying (4. 16)) there exist curves

h( ) andh( ) in H subject tdz(O) = h(O) = h, t(h(k)) =o(m()), t(h(A)) = pmn)),

for which one has

dm(L) dn(})
<9r/nh1’ > + <’7§m —
di [A=0/,,n—-1 di [A=0/ -1

_ [y dmGIRG) dh=1()n()
" d. =0 m+ i dx =0/ (4.22)

dh(\) dh(\)
+ ah! - . - ah9 - . .
dr |x=0 N dr |x=0 Y

We stress that andi do, andx;, does not depend on the vector€d) andsn(0). The
full right-hand side of (4.22) is independent of the choicé @ind/; cf. the comment
following (4.6).

First, -~ implies~ (i.e., A -~ B — A ~ B), for if (4.16), and hence (m (1)) =
p(n(%)), holds, one may choose = & = #, and the final line in (4.22) drops out,
implying (4.17).

To prove the converse, we note that, since the bibuGdle M — H is regular, the
mapo : M — Hp is a surjective submersion, so that

Tn(M) >~ Tyg (M) @& T(r(m)(HO)~
HereT,? (M) isthe kernel ot : T(M) — T (Hp) atm. This induces the decomposition

Tn(M)®T,(N) ~ (m n)(M x N)® To(m)(HO) (423)

whereT(‘:;S(M x N) is the kernel ob, — p, at (m, n). Explicitly, the decomposition
of a given vector according to (4.23) reads

(81,82, 8) = (61, px(£), ) + (0, &2 — p«(£), 0),
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where&, € T2 (M), & € Tom)(Ho), and¢ € T,(N). Now, in order to verify (4.22)
given (4.17), we examine the two possible cases allowed by (4.23). A dimension count
shows that one can always choogeso as to satisfy (4.22) dfy () (Ho). This is because

in a Lie groupoid one has [27,21]

Ty(H) =~ T;,(H) ® Ty (Ho),

and the condition (4.21) constraing only on Té(H), leaving its value orf; ) (Ho)
free. On the other hand, if (4.16) holds, so that0), (7(0)) liesinT’ =" (M x N), and

(m,n)
we assume (4.17), then (4.22) is satisfied for @apyas one may choode= h=h.
Hence~ implies -~, and we have shown that these equivalence relations coincide.
Comparing (4.22) with (4.5) and (4.8), and using (4.15), it is clear that (4.14) holds at
the manifold level. But it is almost trivial that the identification we have made preserves
the symplectic structure, so that (4.14) is valid for symplectic manifolds as well.
Finally, we need to verify that the symplectomorphism (4.14) is compatible with
the A*(G)-A*(K) symplectic bimodule structure that both sides have. This is, indeed,
obvious from the explicit structure of the pertinent Poisson maps. For example, denoting
the appropriate Poisson map frdfti(M)~ @« T*(N)~ to A*(G) by JC, we have
JE (Om, 1)) = I (), SO that

fG Oms M)y —— = — {0, 4.24
e e (@.29
Here[6,,, n,]is the equivalence class @, , n,,) under either th@*(H) orbits or under
the null foliation with respect to the inclusidit (M)~ s+ gy T*(N)™ — T*(M)™ x
T*(N)~; these coincige by (4.12).

On the other hand[? : T*(M ®y N)~ — A*(G) is given by

. dy (L) dly (W) ~tm, n]
(78 @ T, o)== (Omany TG ). 29

dy(h) dy(A)~tm >
p=0/"

It is trivial from the explicit form of the isomorphism (4.14) described above that
(4.24) is duly transferred to (4.25).

This completes the proof of the isomorphism between (4.10) and (4.11), and therefore
of Theorem 3. O

Since Morita equivalence of s-connected and s-simply connected Lie groupoids is
isomorphism inLG’, and Morita equivalence of Poisson manifolds is isomorphism in
Poisson, we recover the known result [24] that the m@p— A*(G) preserves Morita
equivalence.
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