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About Bright Computing

Bright Computing

i

Develops and supports Bright Cluster Manager for
HPC systems and server farms

Incorporated in USA (HQ in San Jose, California)
Backed by ING Bank as shareholder and investor

Sells through a rapidly growing network of resellers
and OEMs world-wide

Customers and resellers in US, Canada, Braazil,
Europe, Middle-East, India, Singapore, Japan, China

Installations in Academia, Government, Industry,
ranging from 4 node to TOP500 systems
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The Commonly Used “Toolkit” Approach

= Most HPC cluster management solutions use the “toolkit”
approach (Linux distro + tools)
o Examples: Rocks, PCM, OSCAR, UniCluster, CMU, etc.

o Tools typically used: Ganglia, Cacti, Nagios, Cfengine, System Imager,
XCAT, Puppet, Cobbler, Hobbit, Big Brother, Zabbix, Groundwork, etc.

= |ssues with the “toolkit” approach:
» Tools rarely designed to work together
" o Tools rarely designed for HPC
| o Tools rarely designed to scale
 Each tool has its own command line interface and GUI
e Each tool has its own daemon and database
» Roadmap dependent on developers of the tools

, = Making a collection of unrelated tools work together
«f » Requires a lot of expertise and scripting
:"';: » Rarely leads to a really easy-to-use and scalable solution
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About Bright Cluster Manager

= Bright Cluster Manager takes a much more fundamental
& Integrated approach
» Designed and written from the ground up
» Single cluster management daemon provides all functionality
» Single, central database for configuration and monitoring data
o Single CLI and GUI for ALL cluster management functionality

= Which makes Bright Cluster Manager ...
» Extremely easy to use
o Extremely scalable
» Secure & reliable
o Complete
» Flexible
o Maintainable
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Workload Manager Integration

= Bright supports several workload managers including
SLURM

= SLURM is now the default

= Automatic installation

= Automatic configuration

= Pre-job health checks

= Sampling and visualization of workload manager metrics
= Job monitoring and control

= Creation and editing of queues

= Integration of Bright and SLURM failover




Bright Cluster Manager Installer

Welcome to the Bright Cluster Manager Installer

Englis h{US)

@ Welcome

Cluster Manager

';;.‘

';;.‘

o License Information

() Yersion 5.1
Edition Advanced

v Mame Bright 5.1 Cluster

Q Organization Bright Computing
Unit Development

~ Locality San Jose

o State Califarnia
Country Uus

o Serial 2158

Q Valid from 15 Aug 2010
Valid until 16 Moy 2010

o MAC address  ?7:77:77:77:77:77

Licensed nodes 512

]

o

o Installation mode

o o PMormal (recommended)

[ Express

Remote Installation

Cancel

Continue
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SLURM Installation

SLURM is installed in a shared directory

= Current versionis 2.2.4
= /cm/shared is mounted on the nodes by default

[root@Ratom-headl apps]# cd /cm/shared/apps/slurm/current

[rootRatom-headl current]# 1ls -1
total 28

drwxr-xr-x 2 root root 4096 Sep 2 18:32 bin
drwxr-xr-x 4 root root 4096 Sep 3 02:10 cm
drwxr-xr-x 2 root root 4096 Sep 3 02:10 etc
drwxr-xr-x 3 root root 4096 Sep 2 18:32 1libé64
drwxr-xr-x 5 root root 4096 Sep 2 18:32 man
drwxr-xr-x 2 root root 4096 Sep 2 18:34 sbin
drwxr-xr-x 4 root root 4096 Sep 2 18:32 share
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SLURM Server Role

View Help

@=Y atom-head1 ) eer

b

4[] Switches
% Des-3200 [7] SGE Client Role "] SGE Semver Role
4[] Metworks
= externalnet
sgintemalnet
E.r-;lipminet
4[| Power Distribution Units
4[] Software Images
(=) default-image [7] PBSPro Client Role ] PBSPro Senver Role
41 Mode Categories
{1 default
4_]Head Nodes
4| Racks
4@1
% DGEs-3200
= atom-head1
= atom001 [] LSF Client Role
£ (=2 atom002
= atom003
4 chassis | Subnet Manager Role v| Boot Role -
4[] virtual SMP Nodes
4 Modes
[l 4

EVENT VIEWER = =' Q O )

All Events

~|  Time ~|  Cluster +|  Source +|  Message -
(i) 20/5epl2011 11:52:08 atom atom001 Check ‘DevicelsUp'is in state PASS on atom001
a 20/5ep/2011 11:50:02 atom atom001 Check DevicelsUp' is in state FAIL on atom001
[7] 20/Sepi2011 11:47:00 atom atom-head1 Service named was restarted on atom-head1
(1]
1

[ Torque Client Role 7] Torque Server Role

+| SLURM Server Role

["] SLURM Client Role

Scheduler: | backfil

grver Role

@iz

20/5epl2011 11:45:58 atom atom-head1 Service named was restarted on atom-headi
20ISani?041 114520 atnm Llnk Chaock Naovicalel In'ic in ctata FAIl an cwiteh

1
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SLURM Client Role

Monitoring Wiew Help

=1 atom001 £ atom

4[] Switches
% DGS-3200 [ Torque Client Role [ ] Torque Server Role
4[] Networks
== externalnet
== internanet [ RBseTo Client Role
== ipminet
4[] Power Distribution Units
4[] Software Images
(=) default-image
4[] Mode Categories
(4 default
4[] Head Nodes
=4 atom-head1
4[] Racks
a1
% DGEs-3200 ["] LSF ClientRole 7 LSF Server Rale
= atom-head1

["] PBSPro Server Role

| [default] SLURM Client Role ["] SLURM Server Role

GPUs: | o

Queue: ("~ ger -

=4 atom002
I =4 atom003
4 4 Chassis
4[] Virtual SMP Nodes

4[] Nodes Revert | PRSEIE

f= Y P .
EVENT VIEWER [=* =* Q O o

All Events

| Time ~|  Cluster #|  Source ~|  Mesage |
(7] 20/5epf2011 11:52:08 atom atom001 Check'DevicelsUp’is in state PASS on atom001
[} 20/5epl2011 11:50:02 atom atomo01 Check'DevicelsUp’is in state FAIL on atom001
(7] 20/5ep/2011 11:47:00 atom atom-head1 Senice named was restarted on atom-head1
0
11

7] Subnet Manager Role "] Boot Role

4

@)=

20/5ep/2011 11:45:58 atom atom-head1 Senice named was restarted on atom-head1
AN aniN11 11-45-20 atnm Llnk Chack Daovicalel In'ic in ctata FAIlL an cuwiteh
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SLURM Installation

Portions of the SLURM config files are autogenerated
= Applies when a role has been assigned to a node
= Example: slurm.conf file

# BEGIN AUTOGENERATED SECTION -- DO NOT REMOVE
# Scheduler

SchedulerType=sched/backfill

# Master nodes

ControlMachine=atom-headl
ControlAddr=atom-headl

# Nodes

NodeName=atom[001-003]

# Partitions

PartitionName=defq Nodes=atom[001-003] Default=YES MinNodes=1
MaxNodes=UNLIMITED MaxTime=UNLIMITED AllowGroups=ALL Priority=1

DisableRootJobs=NO RootOnly=NO Hidden=NO Shared=NO
# END AUTOGENERATED SECTION -- DO NOT REMOVE

12
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Bright Monitoring Framework

= Actions

Ig Monitoring Configuration 5 atom

4[| Node Categories ) avr | e
(74 default e e e . Besaigtion m i
‘Eéea?::;z:; Drain node Remove a node from further use by the scheduler. Jobs running will be fi_.. =built in=
4[] Racks killprocess Action which kills processes of pids found in STDIN lcmilocallapps/cmdiscripts/actions/killprocess.pl
‘@1 Power off FPower off the device =builtin=
ESDGS—:’»Q{J{J Fower on Fower on the device =built in=
& atom-head Power reset FPower reset the device =built in=
&2 atom001 Reboot Rebootthe node =puilt in=
&2 atom002 remount action which tries to fix broken fs mounts, e.g. when device is not mounte.... Icmilocal/apps/cmdiscripts/actions/iremount
&2 atom002 SendEmail Send an email to the address specified by the parameter in the monitorin...  =<built in=
4] Chassis Shutdown Shutdown the node =builtin=
4[5 Virtual SWP Nodes testaction action to test, it generates outputin a file for e.g. debugging fcm llappsicmd/scripts/action taction
Undrain node Enable a node to start running jobs for the scheduler =puilt in= -
4[] Nodes 4
= atom001
= atom002
= atom002
4[] GPU Units
a1 Other Devices
41 Mode Groups
A Users & Groups

- Workload Management

ﬁﬁuthorization — —— —
B Authentication A Remove Revert

e Time bl Cluster e ‘Source e Message | R
20/Sep/2011 11:52:09 atom atom001 Check DevicelsUp'is in state PASS on atom001 =
20/Sep/2011 11:50:02 atom atom0o0 Check DevicelsUp' is in state FAIL on atom001 .

20/5ep/2011 11:45:58 atom atom-head1 Senvice named was restarted on atom-head1

i ]
o
(i ] 20/Sep/2011 11:47:00 atom atom-head1 Senvice named was restarted on atom-head1
0
1 20Cani?N11 11-A5-20 atnm Link Chaock Naovicalel In'ic in ctata FAIl an cwiteh
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Bright Monitoring Framework

= Health Checks

File Monitoring View Help

‘D TR ST RIITES - onfiguration | Metrics
& default e T " =
41 Head Nodes Cemmand :
& atorm-head cmsh Internal Icmilocal/appsicmd/scripts/healthchecks/cmsh
4[] Racks DevicelsUp Internal <huiltin=
‘@1 diskspace Disk lcmilocalfappsicmdiscripts/healthchecks/diskspace
93 DES-2200 expors Disk lcmilocallappsicmd/scripts/nealthchecks/exports
& atom-headd failedprejob Workload lcmilocal/appsicmd/scripts/nealthchecksfailedprejob
failover Internal lcmilocalfappsicmdiscripts/healthchecksfailover
= atom001
&2 atom002 hardware-profile Misc Icmilocallappsicmd/scripts/healthchecks/node-hardware-profile
& atorn003 interfaces Metwark fcmiloc ppsicmdiscripts/nealthchecksiinterface:
) Idap Operating System fem ppsicmdiscripts/ihealthchecks/dap
4| | Chassis h
Ag\finual SHP Nodes ManagedSernvicesOk Internal =puiltin= o
JD Modes mounts Disk fcmiloc ppsicmdiscripts/healthchecks/mounts
(= atom001 mysal Operating System icmilocallapps/cmadis cripts/healthche cksimys gl
(= atom002 ntp Internal femilocallapps/cmadis cripts/healthchecksintp
& atorn003 portchecker Metwork lcmilocalfappsicmd/scripts/healthchecks/portchecker
- ‘D GPU Units rogueprocess Workload femilocallapps/cmdiscripts/healthchecks/rogueprocess
‘D Other Devices schedulers Workload lemilocallapps/cmdiscripts/healthchecks/schedulers
1 smart Disk lemiflocallapps/cmdiscripts/healthchecks/smart
r 4[] Node Groups
l Users & Grzu - ssh2node Metwork lemil lfapps/cmd/scripts/healthchecks/ssh2node
Workload Man:; EET swraid Disk Icmilocallappsicmd/scripts/nealthchecks/swraid
= d testhealthcheck Misc lemilocallappsicmdiscripts/healthchecksftesthealthcheck

7 Authorization
B Authentication

Remove

| Time ~| Cluster »|  Source +|  Message | B
20/5epf2011 11:52:09 atom atom001 Check 'DevicelsUp’ is in state PASS on atom001 = v
14 20/5ep/2011 11:50:02 atom atom001 Check 'DevicelsUp’ is in state FAIL on atom001 .

20/5ep/2011 11:45:58 atom atom-head1 Service named was restarted on atom-head1

0
: o
o i ] 20/Sep/2011 11:47:00 atom atom-head1 Senice named was restarted on atom-head1
0o
m NISani?N14 44-45-90 atnm 1 lnk Chack Naovicalel In'ic in ctata FAIl an cwitch
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ght Monitoring Framework

Metrics

onitoring View Help

¥ Monitoring Configuration

4[] Node Categories
E% de::a: Itd e 2| Gl .| -’
a ead Nodes
& atom-head1 CIETEEe Internal =built in= 7y
4T Racks Average Cluster <builtin=
=R AvgExpFactor Workload =built in=
&3 DES-2200 AvgJobDuration Workload =puilt in=
&= atom-head1 BufferMemory Memory =<built in=
&2 atom001 BytesRecv Netwark <buiiltin=
= atomo0? BytesSent MNetwork =built in=
& atom003 CacheMemaory Memaory =built in=
4[] Chassis CMDActiveSessions Internal =builtin=
42 Virtual SMP Nodes CMDCycleTime Internal <built in=
Jﬁ Modes CMDMemUsed Internal =built in=
= atomod CMDEtate Internal =built in=
= atom002 CMDS&toreQueryTime Internal =builtin=
& atom003 CMDSystime Internal =built in=
473 GPU Units CMDUsertime Internal =built in=
lﬁOtherDevices Completedlobs Workload =puilt in=
43 Node Groups CPUCoresAvailable Cluster =builtin=
A Users & Grzups CPUIdle CPU =builtin=
o CPUIrg CPU =builtin=
< Workload M it
-~ Workload Managemen oPUNice ity Py
P =} P -

%] Authorization - —
B- Authentication A Add collection Remove Revert

4

i}
o
[7] 20/5epl2011 11:47:00 atom atom-head1 Senice named was restarted on atom-head1
(1]
4 1

| Time ~| Cluster +|  Source #|  Message - @m
20/Sepf2011 11:52:09 atom atom001 Check 'DevicelsUp'is in state PASS on atom001 =
20/5epf2011 11:50:02 atom atom001 Check 'DevicelsUp'is in state FAIL on atom001 .

20/Sep/2011 11:45:58 atom atom-head1 Senvice named was restarted on atom-head1

2OCan N4 14-A5-20 atom Link Chack Navicalzl ln'ic in otata FAl an cwitch
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SLURM Metrics

Bright collects the following basic workload manager
metrics

= Running jobs
= Faliled jobs
= Queued jobs

= Average expansion factor: This is by what factor, on average,
jobs took longer to run than expected. The expectation is
according to heuristics based on duration in past and current
job queues, as well as node availability

= Estimated delay: Estimated Delay to execute jobs

= Average run time (per queue)

16




Bright Cluster Manager

File  Settings

RESOURCES GFPU Demo Cluster

b2 switch04
b &% switch05
b 2% ibswitch03
b 2% ibswitchO4
b2 ibswitch05
b2 ibswitchOG
b2 ibswitchO7
b 2% ibswitchO8
b 2% ibswitch09
b 2% ibswitch 10
b2k ibswitchll
r 2 ibswitchl2
k
3
3
3
3
3
k

apcOl i)
02 || (=9 EoN K-

apc03
apc04
apc05
vaulOl
vaul02
~ 88 gpuunitd0l
~( 1 GPU
5 ECC Errors[gpul]
0 ECC Errors[gpu?]
Environmental
5 gputemp[l] (2]
0 gputemp[2] (2]
£ gputemp[3] (C)
Operating System
Internal
Misc
» B8 gpuunitd0?2
» B8 gpuunitd03
» B8 gpuunitd04
» BB gpuunitd0s
» BB gpuunitd0E
» B8 gpuunitd07
» B8 gpuunitd08
» B8 gpuunitd09
» B8 gpuunitd10
» B8 gpuunitd 11
» B8 gpuunitd0?

— =l




 Bright Cluster Manager

File Maonitoring  View Help

RESOURCES

(===

Seismic Houston

Faite My Clusters

witches
&5 switch01
o switch02
4 switch03
&5 switch04
Z% switch05
= |_| Networks
externalnet
ipminet
mpinet
slavenet
= storagenet
= |_| Power Distribution Units
4 apc0l
4 apco2
& apcl3
4 apcod
< |_| Software Images
=) default-image
|| Node Categories
slave
| _|Head Nodes
= demoheadl
=4 demohead2
|l Racks
[ Chassis
L Virtual SMP Modes
L Slave Nodes
|| Other Devices
|| Node Groups
& Users & Groups
Workload Management
I: Maonitoring Configuration
Authorisation
B= Authentication

u

| Overview | Settings | Failover | Rackview | Health | Parallel shell | License

Rack 1

e

EVENT VIEWER | = =' Q @

All Events

Ack Time

Cluster

-

Source

-

Message

18/Sep/2008 17:05:53
18/Sep/2008 17:05:47
18/Sep/2009 17:05:45
18/Sep/2008 170545
18/Sep/2008 17:05:45

Demo Cluster
Demo Cluster
Demo Cluster
Demo Cluster
Demo Cluster

demoheadl
demoheadl
demoheadl
demoheadl
demoheadl

Service ntpd was restarted on demoheadl
Service named was restarted on demohead1
Service postfic was restarted on demohead1
Service dhepd was restarted on demoheadl
Service mauiwas restarted on demohead1
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: J “~ ‘ A . . . . L s ' - ’

g ' 5\ » 3 L

.._/.' i \ i . -0 ™ "J




» Bright Compuhing

Pre-Job Health Checks

= Any Bright health check can be configured as a pre-
job health check

Konitoring View Help

2 Monitoring Configuration =

4[] Node Categories 01 w | Metr nfiguration | Health Check Configuration

() default ) __
4[C1 Head Nodes Health Check Configuration: ( defaut -
= atom-head1
4 Racks Health Check +|  Parameter #|  Log length (datapoints) #|  Sampling interval (secands) #|  Pass adlions ~|  Fail agions ~|  Stoesl B
PI=FI DevicelsUp 3000 120 v
83[)(38-3200 diskspace 2% 10% 20% 3000 1800 '
=4 atom-head1 interfaces 3000 1800 v
=8 atom001 ManagedServicesOk 3000 120 v
= atom002 [ mounts 3000 prejob Drain node
=D atom003 ntp 3000 300 v "
403 Chassis rogueprocess 3000 1800 v 3
4[] virtual SMP Nodes schedulers 3000 1800 v
4[] Modes smart 3000 1800 v
= atorn001 ssh2node 3000 1200 »
=1 atom002
1 =2 atom003
i 4[] GPU Units
r 4[_1 Other Devices
4[C1 Node Groups
A Users & Groups
" Workload Management
ﬁ Authaorization — ——— —— ———
= Authentication Edit Add Remove Revert | DhEaE

#|  Time ~|  Cluster #|  Source 4 Message |
(7] 20/Sep/2011 11:52:09 atom atom001 Check'DevicelsUp'is in state PASS on atom001 -~
! ] 20/3ep/2011 11:50:02 atom atomo01 Check 'DevicelsUp'is in state FAIL on atom001 '
(7] 20/3ep/2011 11:47:00 atom atom-head1 Senvice named was restarted on atom-head1
0
1

20/5ep/2011 11.45:58 atom atom-head1 Senvice named was restarted on atom-head1
20Cani011 11 A5-20 atnm 1ink Chack Naovicalel In'ic in ctata FAIl an cwiteh
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Pre-Job Health Checks

= Bright prolog script (cmprolog) is configured as the SLURM
prolog script

= The prolog script calls all the configured pre-job health
checks

= |t instructs the cmdaemon on the execution node, to execute
all pre-job health checks.

= |f any of the pre-job health checks fall
*  The cmprolog script exits with code 99
* The node is drained

scontrol state=DRAIN NodeName=node0O01l

«  Administrator i1s notified of the failure.

21




File Monitoring

RESOURCES Monitoring Configuration (= Demo Cluster

My Clusters Overview | Metric Configuration | Health Check Configuration | Metrics | Health Checks | Actions |

¥ Demo Cluster Category - Metric - Fammeter - Threshold Bound - Action b Action Pammeter
=L Switches All Master Nodes FreeSpace <10 GB NotifyWendor
=ty switch01 All Master Nodes FreeSpace <10 GB SendEmail administratord@localhost
2o switch02 All Master Nodes FreeSpace [home <10GB NotifyWendor
- switch03 All Master Nodes FreeSpace /home <10 GB SendEmail administratord@localhost
e switch 04 All Power Distributio...  PDULoad =32 A SendEmail datacenter_supportd@uni.edu
ey switch05 slave Temperature =70 SendEmail administratord®localhost
¥ [ Networks slave Temperature =70 Shutdown
externalnet
ipminet
mpinet

slavenet

storagenet Monitoring Rules Wizard

|| Power Distribution Units
4 apc0l

4 apc02
& apc03 All Power Distribution Units
4 apc04 All Ethernet Switches

S Software Images

default-image All 1B Switches
¥ |_I Node Categories All Master Modes
slave All Rack Sensors

| _|Head Nodes All Generic Devices

3 demoheadl Sl
3 demohead2

[0 Racks

. Chassis

[ Virtual SMP Modes

|| Slave Nodes

|l Other Devices
L Node Groups
Large Memory Nodes
& Users & Groups
Workload Management
[

Authorisation
B= Authentication

EVENT VIEWER | =’ =*

J All Events
b

Ack Time Cluster Soumce - Message
18/Sep2009 183006 Dema Cluster demoheadl nodeC03 Installing
18/Sep2009 18:29:39 Dema Cluster demoheadl MNew certificate request with ID: 5
18/Sep2009 18:29:36 Dema Cluster demoheadl nodeC0? Installing
18/Sep2009 18:29:25 Dema Cluster demoheadl MNew certificate request with 1D: 4
18/Sep2008 17.05:53 Dema Cluster demoheadl Service ntpd was restarted on demohead 1

100 Ao 170 AT 5 i bo ko o locadl
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SLURM Configuration

SLURM Failover

= The SLURM failover role becomes available when a Bright
failover node is configured

= When the failover occurs the SLURM DbdHost is changed to
the secondary head node

Bright provides the capability to

= Monitor, kill, suspend, resume, hold and release jobs
= Add, remove and edit queues

= View, drain and undrain nodes

23




Bright Cluster Manager

File Monitoring Miew Help

RESOURCES .0 ¢ Workload Management (= Demo Clster

P-4

My Clusters J Jobs | Queues | Nodes |
V|— Demao Cluster Modified
| Switches
=X switch0l
=X switch02
=X switch03
24 switcho4
=X switch05

|| Networks

MName Scheduler w User w Queue Status

fluent tarque jodi medium.q queued
fluent torque jodi medium.q queued
fluent tarque jodi medium.q queued
fluent torgue jodi medium.q running
gromacs tarque alex long.q queued
gromacs targque alex long.q running
gromacs targue alex long.q running

externalnet gromacs torque alex long.q running

ipminet

mpinet hpce torgue kate long.q queved

hpce tarque kate long.q running
hpce torque kate long.q running
magmastee| torgue james medium.q queued
magmastee| torgue james medium.q queued
magmastee| torgue james medium.q queued
magmastee| torgue james medium.q queued
magmastee| torgue james medium.q running
xhpl torgue matthew short.q running
xhpl torgue matthew short.q running

xhpl torgue matthew short.q running

slavenet
= storagenet
|| Power Distribution Units
4 apc0l

4 apc02
4 apc03
4 apc04
|| Software Images
default-image
| | Node Categories
slave
¥| | Head Nodes
&) demoheadl
&) demohead?
P ] Slave Modes
| Other Devices
~|_ | Node Groups
l Users & Groups

I: Monitoring Configuration
Authorisation
B Authentication

EVENT VIEWER |= =* Q @

All Events

Ack Time Cluster h 4 Soumce - Message

18/Sep/2008 17:05:53 Demo Cluster demohead] Service ntpd was restarted on demoheadl
18/Sep2008 17:05:47 Demo Cluster demoheadl Service named was restarted on demoheadl
18/Sep/2008 17:05:45 Demo Cluster demohead] Service postfic was restarted on demoheadl
18/Sep2008 17:05:45 Demo Cluster demoheadl Service dhcpd was restarted on demoheadl
18/Sep/2008 17:05:45 Demo Cluster demohead] Service mauiwas restarted on demoheadl
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SLURM Configuration

= Example of editing an existing queue

£ Bright Cluster Ma

RESOURCH Workload Management B atom
41 Mode Categories Queues
() default Modified|  Name #|  Nodes - B
4[] Head Nodes
= atom-head1
4 Racks
4@1
@4 Des-3200
= atom-head1 Name: |
=4 atom001
= atom002 Minimum nodes: |
& atom003 i
4[] Chassis Maximum nodes: | UNLIMITED | -
4[] Virtual SMP Nodes Maximum time: | UNLIMITED |
4[] Nodes
=2 atom001 Default time: | NONE |
=8 atom002 -
& atom003 Priority: | 1 |
4[] GPU Units Allow groups: | ALL |
: 4[] Other Devices
4[| Node Groups Extra options: | |
&k Users & Groups Options: |v| Default qgueue

"] Disable root jobs
"] Only root
7] Hidden queue

@ Monitoring Configuration
T Autharization
B= Authentication

-

EVENT VIEWER (= =* Q @ | (%]
All Events
| Time ’ ;| 2
(i ] 20/5ep/2011 11:52:09 atom atom00 heck DevicelsUp' is in state PASS on atom001 =
, ! ] 20/3ep/2011 11:50:02 atom atomo01 Check ‘DevicelsUp® is in state FAIL on atom001 .
T_"' (i} 20/Sepi2011 11:47:00 atom atom-head1 Senice named was restarted on atom-headi
4 (i ] 20/5ep/2011 11:45:58 atom atom-head1 Senice named was restarted on atom-headt
2 1 AN ani?011 41-A8-20 atnm Link Chack "0 lelln'ic in ctata FAIl an cwiteh o




Questions?

Robert Stober
robert.stober@brightcomputing.com
+1 209 986 9298




