8. 

What Dead Philosophers Mean

1. Interpreting dead philosophers. Those of us who study the history of philosophy spend our time trying to understand texts written mostly in languages other than English by people long dead. Our primary aim, whose successful achievement is presupposed by any other aims we may have, is to determine what the text means, or what the author means, or meant (I take these all to be the same).

This is often difficult to do. The writings of Kant, for example, often challenge our ability to understand them.  This can happen at the level of a single term. (What does Kant mean by “synthesis” or “determination of the will” or “transcendental principle of judgment”?) Or there can be questions about specific assertions (that matter is an appearance rather than a “thing in itself”, or that the moral law is a fact of reason). Or it can happen when we try to understand the general structure of his system. (How does judgment mediate between understanding and reason?) 

But the kinds of questions that I want to ask do not arise only in the case of some philosophers, and the fact that we have to raise them cannot be blamed merely on the regrettable unclarity with which some philosophers write. The texts of Kant and Hegel are famously obscure, but the meaning of even apparently lucid writers such as Descartes and Hume is something that begins to elude us when we ask questions about their views. Descartes says that the mind and body are two distinct substances, which together constitute one thing, the human being. But exactly how do they do so? Hume reasons at length about our idea of causal power or necessary connection, basing his reasonings on the thesis that we have no ideas that are not copied from impressions. But does Hume mean to say that we have an impression of causal power or doesn’t he? 

Asking difficult questions about what philosophers mean in their writings turns out to be an important part of what it is to read a text in the history of philosophy, or at least to read it philosophically. And trying to decide what a philosopher means will also lead us into controversies that often seem to be about philosophy as much as they are about what an author thought or meant. But how can questions about what someone means be philosophical questions? How can controversies about what a text means be philosophical controversies?

There have long been disputes, for example, about whether Aristotle regarded form or matter as the principle of individuation of substances.
 Again, some think that in the famous discussion of the piece of wax in the second Meditation, Descartes was trying to establish that only the properties dealt with by mathematics belong truly and permanently to matter, while others think his aim was the more modest one of identifying which properties are necessarily involved in our concept of body insofar as this concept is a distinct one.
 One set of interpreters holds that Hume intended his philosophy to curb the pretensions of metaphysics and thwart the enthusiasm of religious zealotry by casting skeptical doubt over all human knowledge and belief; others say that far from trying to discredit human knowledge, Hume was trying to lay a new foundation for it on the basis of a comprehensive empirical science of human nature.
 Kant scholars ask whether noumena or things in themselves are entities distinct from their appearances and causing them, or whether things in themselves are the very same entities as appearances, distinguished from them only by the ways in which they are considered or referred to.
 There is a dispute about whether Marx condemned capitalism for distributive injustice or held a deflationary account of justice according to which capitalist exploitation is just but no less objectionable for being just.
 

When we ask these questions and try to settle these disputes about the meaning of a philosopher or philosophical text, what exactly is it that we are trying to find out? And what kinds of arguments and evidence are relevant?

2. Why study the history of philosophy?  But perhaps some will want to ask a prior question. Why does it matter precisely what long dead philosophers, or their texts, really mean?  It might be argued that from a historical point of view, all we really have is what the texts say, and what others have said about them. Endless philosophical disputations about precisely what the texts mean is of little use to those who are interested, as historians should exclusively be, in wie es eigentlich gewesen ist.  Philosophers might argue that the only job of philosophy is to concern itself with questions about what material objects really are, or what makes a thing the thing it is and different from other things, or whether we can ever know reality as it truly is, or whether capitalist wage bargains are unjust. They might object that we make no real progress in answering these questions by studying the opinions on them held by Aristotle, Descartes, Hume, Kant or Marx -- especially if these opinions are so obscurely expressed that even the experts, with all their erudition and fine-grained analysis, still cannot agree on what they are. 

My aim here is not to defend what I do as a historian of philosophy, but it might help if I at least sketch the reply I would try to make to these objections, since what we are looking for as the meaning of a philosophical text will be conditioned by what we are trying to accomplish in undertaking this kind of inquiry. I do not think that the philosophical importance of studying the history of philosophy can be demonstrated a priori by some rigorous argument. It can be appreciated only by those who engage in philosophical inquiry, and have studied enough of the history of philosophy to experience for themselves, in a variety of ways, how indispensably it contributes to that inquiry. But I will try to offer some general considerations that might summarize the results of such experiences for a scholar who has had them.

To the objections of historians I would be conciliatory, at least to a degree. To the extent that historiography is interested only in the historical influence of what philosophers wrote, rather than the significance of what they actually meant, it can afford to ignore subtle interpretive inquiries. But I would also point out that it is extremely hard for a historian to keep away from questions about what philosophers mean, since these questions arise as soon as they try to explain the influence of a text in terms of its intellectual content. It is also very easy to underestimate the danger of being satisfied with what is supposed to be obvious about this.
 There is also an unfortunate tendency on the part of some (to which vulgar Marxism has contributed) simply to identify the meaning of what philosophers said with the role their ideas have played in social or political struggles or with some set of historical consequences for which the philosopher’s ideas are commonly held responsible. The element of truth in this is that texts and ideas, like people and their actions, always have a historical fate they cannot escape. But when we reduce the meaning of a text merely to that fate (or, more often to some conspicuously lurid aspect of it), this does not tell us what the text means, but only gets in the way of understanding that.

Philosophers’ objections to studying the history of philosophy are more fundamentally mistaken and more pernicious. Fortunately, in the last generation their credibility has declined sharply in American philosophy. G. E. Moore once confessed that it was not life or the sciences that suggested philosophical problems to him, but rather the things other philosophers had said about them.
 In the mid-twentieth century, many philosophers in the tradition from which Moore came would probably have understood this remark as meaning that philosophical problems are entirely artificial inventions, of interest only to the peculiar sort of diseased or befuddled mind that might think them up. But I think Moore’s point was really quite insightful, and therefore entirely different from this. Moore’s remark was his way of acknowledging a fundamental truth about virtually all philosophical questions, namely, that they are inherited from the thoughts of earlier philosophers. All such questions have been created and shaped through a long historical process in which philosophers have taken over the thoughts of earlier philosophers, criticizing and modifying them. 

This means there is something fundamentally self-deceptive in the view of those who disdain the history of philosophy on the ground that they are “interested only in solving the problems themselves, not in endlessly rehashing the failed attempts of others to solve them.”
  For solving a philosophical problem is not like solving a problem in engineering, where the only issue is whether the solution enables you to do something in the future that you couldn’t do in the past. Above all, solving a philosophical problem means coming to understand the problem. Since these problems are always products of a history, you can’t fully understand them unless you understand their origins. 

Sometimes it may look as though you can do this well enough merely by studying the thought of the previous generation of philosophers (the ones who taught you philosophy). After all, problems in mathematics are also inherited, but mathematicians do not need to engage in deep study of the history of mathematics. One thing we historians of philosophy learn to our chagrin is that most of the philosophers whose works we study with such care were not especially well-informed or accurate interpreters of their predecessors.
 Yet from the fact that philosophers have been extremely successful without knowing much history of philosophy, it does not follow that ignorance of the history of philosophy is not harmful to them as philosophers. (Beethoven and Smetana wrote great and original music after they were completely deaf. It does not follow that being deaf is not a serious drawback to composing.) Philosophical problems relate to more aspects of human life and experience than mathematical problems. There are many more things that might count as a solution to them, and no solution to a real philosophical problem is ever going to be as elegant, perfect or certain as a mathematical proof. Truly understanding philosophical problems therefore requires taking a wide view, which means, historically, a relatively long view.
 

The Bible tells us that there is no new thing under the sun.
 Like much that is in the Bible, this is no doubt poetic hyperbole and not meant literally. But in philosophy a fertile source of the new is the re-emergence after a time, often in the form of a re-interpretation, of ideas and viewpoints that have for a while been unknown or else despised and neglected as dead, profitless and false. Some of the greatest movements in the history of philosophy have been sparked by the rediscovery and revitalization of old ideas: of Aristotle by Averroes and the Western scholastics of the high middle ages; of Sextus Empiricus by Montaigne, Gassendi and Descartes; of Spinoza by the German idealists. Or sometimes ideas that are not necessarily despised contribute to what is new by being reappropriated. Think of the diverse ways in which recent philosophy has been impacted by successive waves of the rediscovery of Kant (by Cohen and Cassirer, Strawson and Putnam, Rawls, Apel and Habermas), or of Hegel (by Sartre, Taylor, MacIntyre, Hösle, McDowell and Brandom), or even of Dewey (by Quine and Rorty). 

As these examples illustrate, however, there is no Nietzschean eternal recurrence in philosophy; what is old never returns precisely as it was, and often the heritage of a past philosopher or past idea can become a bone of contention. This makes it a matter of far more than antiquarian interest whether past philosophers are being correctly understood and whether revisions and modifications of their views are well-motivated or merely the result of misreadings and distortions, blinkered through the influence of intervening prejudices. Deciding such questions is therefore not merely a matter of intellectual heraldry, but is essential to the proper philosophical assessment of theses, arguments and theories. Likewise, it matters for philosophical purposes (and is not of  ‘merely historical’ interest) whether, for instance, as Myles Burnyeat has argued, our modern understanding of skepticism has been based on fundamental misperceptions about what ancient skeptics were up to and how they saw the world.
  One of the greatest services we historians of philosophy can render to philosophy is therefore to prevent the effacement of earlier views, and especially to keep alive what our age is likely to regard as “weird”, “foreign”, “outdated”, “no longer to be taken seriously” -- that is, what is incapable of easy assimilation into the prejudices and fashions of our own time. For precisely that (or at any rate some now unidentifiable and inscrutable part of it) is always the source of virtually every philosophical thing that is new under the sun. 

 3. Thinking dead people’s thoughts.  When we interpret a text in the history of philosophy, a surprisingly varied set of considerations come into play. To begin with, to do it right we need to understand the language in which the text is written.
 We need to know what other philosophers had thought and were thinking at the time.
 Sometimes we have to be aware of how the philosophical questions addressed by the text had been shaped by political, religious or other kinds of social forces.
 Also of vital importance is philosophical expertise – the ability to formulate ideas clearly and precisely, to construct and evaluate arguments, even to build philosophical theories and systems for ourselves. 

For this reason, the interpretation of texts in the history of philosophy raises a specific set of problems that might be thought to differ from the problems of interpreting documents in other fields of the humanities. In literary texts, for example, the author often does not address the reader directly, but speaks through other characters; even the persona of a narrator in a novel or of the ‘speaker’ in a poem may be a carefully crafted fiction, quite distinct from the person of the author. But problems of that kind arise in philosophical texts too – in the dialogues of Plato, Diderot or Hume, for example, or the pseudonymous writings of Kierkegaard, the aphorisms of Pascal, Nietzsche or Wittgenstein, or in philosophical novels such as those by Dostoyevsky or Sartre. 

This kind of problem arises even in such a basic philosophical text as the first sentence of Descartes’ Discourse on Method: “Good sense is the best apportioned thing in the world: for each thinks he has been so well provided with it that even those who are hard to content in all other things are not accustomed to desire more of it than they have.”
 Descartes’ argument here is surely intended ironically; it is a self-conscious joke. What, then, are we to make of the fact that he goes on to treat the thesis that good sense is equally distributed as though it had been adequately demonstrated? Such features of philosophical texts are like the analogous features of poems, novels and plays; they add to the richness of a text, but also make it more difficult to interpret. I think many of the things I am going to say about interpreting texts in the history of philosophy might well carry over into the interpretation of literary texts or other works of art, or even to the interpretation of such things as the aims and intentions of historical agents. But I will not argue for any particular extensions of what I say to other kinds of interpretation.

What is the meaning of a philosophical text? R. G. Collingwood is well-known for advancing the thesis that the proper method of all history (including the history of philosophy) is that of re-thinking in one’s own mind the thoughts of people who lived in the past.
  

There is a lot in Collingwood’s approach that I agree with. One of Collingwood’s aims was to rescue important figures in the history of philosophy from what he thought were the shallow, arrogant and shortsighted criticisms of his analytical contemporaries. He wanted them to see how difficult it was to be sure they had gotten the questions and aims of past philosophers right when they accused them of failed theories and bad arguments. He urged them to try to rethink the thoughts of the past so that they would not dismiss the thoughts of Plato, or Descartes, or Kant by taking them to express whatever simplistic (and usually erroneous) ideas, drawn from the contemporary analytical fashions, were suggested to their impatient and blinkered minds by a casual reading of the historical texts, thus turning the study of the history of philosophy into little more than a contemptuous survey of the stupid errors supposedly committed by famous dead men. 

It is easy for me to sympathize with Collingwood’s aims here. If the only points he was trying to make were those mentioned above, I would wholeheartedly agree with him. But Collingwood went further. He ended up maintaining that the theories of philosophers in different ages were incommensurable, because they were attempts to answer different questions.
 That merely invites the thought I have just been inveighing against, that the history of philosophy is bound to be pretty irrelevant to the philosophy we do today.  For the same reason, Collingwood’s account makes it hard to explain why not only historical empathy but also philosophical skill is needed in interpreting a text in the history of philosophy. It even seems directly to rule out something that good historians of philosophy regard as essential to interpreting texts, namely, the use of concepts and theories that have been developed since the text was composed and therefore could not possibly have been part of their author’s actual thought processes.

Let me develop Collingwood’s idea in a way that may be a caricature of it, but nevertheless succeeds in bringing out more clearly some of the problems I want to discuss. We might think of the meaning of a text as a certain inner mental process that was taking place in the mind of the author as the text was being written. The text is the author’s attempt to put down words that will enable the reader of the text to duplicate the succession of those thought-types in the reader’s own mind. Following this picture, my task as an interpreter of the text will be to complement the author’s efforts by bringing before my own mind, as far as possible, exactly the sequence of mental process-types that were in the author’s mind as the text was being written. For the sake of convenience, let me call this (possibly caricatured) version of Collingwood’s claims the “Collingwood picture”. 

One problem raised by the Collingwood picture is whether it is even possible to re-think the same thought-types as people who lived in the past. How should we set about doing this? Even worse, how can we ever know whether we have done it? That way lies skeptical historicism. But the more serious problems arise even if you suppose, as Collingwood apparently did, that we can think the same thoughts as people in the past.  I think there are good reasons for doubting whether successfully doing this would really constitute either what we do mean or what we ought to mean by interpreting and understanding a philosophical text. Reproducing the thought-types available to philosophers in past centuries would not insure that we are getting them right. In fact, limiting ourselves to the thought-types they had available to them would often cut us off from our best route of access to their meaning, and make it impossible for the study of past philosophers to make a contribution to ongoing philosophical inquiry.

It may help at this point to look at an example. In Chapter Seven of his recent book Representation and the Mind-Body Problem in Spinoza, Michael Della Rocca is trying to understand how three claims found in Spinoza can be consistent:
 

(1)  Every mode of extension is caused by another mode of extension (cf. Spinoza, Ethics 2p7). 

(2)  No mode of substance conceived under the attribute of thought can cause any mode of substance conceived under the attribute of extension, or vice versa (cf. Ethics 3p2). 

(3)  “The mind and the body are one and the same thing, conceived now under the attribute of thought, now under the attribute of extension” (cf. Ethics 3p2s).  

Della Rocca is responding specifically to R. J. Delahunty’s argument that (3) is inconsistent with (1) and (2). For Delahunty claims that the following form of argument is valid. 

(i) Mode of extension A causes mode of extension B.

(ii) Mode of extension A = mode of thought 1.

(iii) Therefore, mode of thought 1 causes mode of extension B.

 Della Rocca, however, argues that, according to Spinoza, claims (1)-(3) are consistent. He does so by appealing to W. V. O. Quine’s notion of referential opacity.
 A context is referentially opaque when a substitution of one co-referring term for another yields an invalid inference. For example,

(a)  John knows that Jim is sitting next to him at the bar.

(b)  Jim = the serial killer.

(c)  Therefore, John knows that the serial killer is sitting next to him at the bar. 

This inference is invalid because contexts like “A believes that …” and “A knows that…” are intensional. That is, what is true of a subject in those contexts depends not only on the identity of the subject but also on how the subject is referred to or represented. What John knows or believes about Jim depends on how Jim has been presented to him. If Jim has been presented to John as “Jim” but not as “the serial killer,” then the fact that ‘the serial killer’ and ‘Jim’ refer to the same person does not entitle us to substitute one expression for the other when we are talking about John’s knowledge or belief.  Della Rocca argues that for Spinoza, causal contexts are also intensional, therefore referentially opaque. Granted that thesis, Delahunty’s argument (i)-(iii) would be invalid, and (3) would be consistent with (1) and (2). 

I have spoken of the thesis that causal contexts are referentially opaque as ‘Spinoza’s thesis’, but of course Spinoza never said any such thing. In fact, Spinoza never could have said or even thought it, since the term and even the concept ‘referential opacity’ was devised by Quine in the second half of the twentieth century and therefore was not available to Spinoza. 

If, following the Collingwood picture, we identify the meaning of what Spinoza wrote with some thought-processes actually going on in Spinoza’s mind sometime in the third quarter of the seventeenth century, then we must dismiss Della Rocca’s interpretation as mistaken solely on that ground. Given the Collingwood picture, Spinoza can no more have subscribed to the thesis that causal contexts are referentially opaque than Aristotle can have uttered an English sentence, such as ‘All men by nature desire to know’. For just as modern English did not exist in Aristotle’s day, and hence was not available to him to speak, so the concept of referential opacity did not exist in Spinoza’s day, and hence was not available to him to think.  

Yet Della Rocca’s interpretation of Spinoza seems to me correct. Not only does it provide a simple and straightforward solution to the problem of reconciling (1)-(3), but Della Rocca also shows convincingly that it dovetails with other doctrines about causality and representational content which it is reasonable to attribute to Spinoza, such as his even more famous claims of substance identity and substance monism, and his belief in the mind-relativity of content (a thesis which Della Rocca also states in terms not historically available to Spinoza). Della Rocca also finds some direct textual support for his interpretation in Ethics 2p6, where Spinoza says that God causes given modes insofar as he is “considered through the attribute of which they are modes.”
 But that Della Rocca is right is not essential to the point I am making. For if it is even possible that Della Rocca’s interpretation is correct, then it must be possible that what Spinoza means in the Ethics can be properly understood only in terms of concepts not available to Spinoza, which therefore could not possibly have belonged to the thought processes passing through his mind when he wrote the Ethics. 

The point I am trying to make here, to put it with a sharpness approaching paradox, is that people can mean things they can’t think, and therefore that they must be able to express thoughts they can’t have. Accordingly, my criticism of the Collingwood picture could be put this way: In discerning the meaning of a text, we are interested in the thoughts the author expressed, but not necessarily in the thoughts the author had.  

We might avoid these paradoxes by stipulating that whatever someone means in what they say or write is eo ipso something that they think, or that there is some sense of ‘think’ in which it is necessarily true that a whatever a person means is something the person thinks. I have no strong objection to using “think” in that sense, as long as we realize that such a stipulation would no way save the Collingwood picture from my objections. On the contrary, it would be a fundamental rejection of that picture, since the picture holds that we get at the meaning of what the author wrote only through rethinking in our minds what the author thought (which is depicted as there prior to and independently of our process of interpretation), whereas this stipulation would have us get at what the author thought only through deciding what the author meant, and treats what we count as the author’s thoughts as derivative from what we count as the meaning of what the author wrote.

The study of Kant is a fruitful source of similar examples, because even more than Spinoza, his writings have been subject to a long history of reading and interpreting, and have interacted with the ongoing reflection of each subsequent generation of philosophers. Consider the claims that Kant held a functionalist conception of mental activity or was a constructivist in moral theory, or anticipated Marxian materialism in his philosophy of history.
  Functionalism, constructivism and historical materialism are all positions formulated only well after Kant’s death. It is even arguable that in the actual historical sequence of events, it became possible to formulate all three positions only because Kant wrote what he did, and because other philosophers then reflected further on his thoughts in creative ways that Kant could not possibly have known about. 

If the meaning of what Kant himself wrote is restricted to the mental processes that might actually have passed through his mind, then on that ground alone we can dismiss out of hand the notion that he could have subscribed to these positions in virtue of the meaning of what he actually wrote. But whether we think the above interpretive claims are true or false, they certainly cannot be dismissed merely on these grounds. There are any number of real questions in the history of philosophy which take the form of asking whether Kant or some other philosopher) himself belongs to a certain tradition of thinking that was subsequent to him and was based on certain ways of appropriating his thought. The Collingwood picture, taken literally, would seem to commit us a priori to a negative answer to every question of this form, and thus to rejecting a priori a lot of what makes inquiry into the history of philosophy interesting and worthwhile. 

This also shows how the Collingwood picture makes it impossible to understand an important aspect of historical development in philosophy. Ideas seldom spring from human minds Athena-like, fully mature and magnificently armored with cogent articulation and argumentative defense. They usually develop gradually, first anticipated, then adumbrated, and only later, after a long development is it possible adequately to articulate and defend them. It is part of what Hegel meant by saying that the Owl of Minerva spreads its wings only at dusk that this is a process that never really ends, so that our access to philosophical thoughts, as to the meaning of all other creations of spirit, is necessarily limited by history and hence reaches its uttermost boundary for us in the present.

It follows that an idea may belong to the meaning of a text without its even being possible for it to have been part of the author’s actual thought-processes. This is also an important reason why Collingwood was wrong to say that philosophers in different ages are always addressing different questions.
 As we have seen, it is only because this thesis of Collingwood’s is false that the history of philosophy can be of interest to philosophers at all. And it is only because the history of philosophy is necessarily of interest to philosophers in the way that it is that philosophical questions themselves are the kind of questions they are. So the Collingwood picture gives us not only a false image of what interpretation is, but also presupposes a false image of what philosophy is – ironically, given many of Collingwood’s intentions, an image that would deprive philosophy of any philosophically meaningful history. 

4. Interpretation as construction. From these considerations I conclude that the Collingwood picture must give an incorrect account of the meaning of a philosophical text. But I also believe it is in part a perception of the falsity of the Collingwood picture that has led to some of the strange and paradoxical things certain literary theorists have said in recent years. Roland Barthes, for example, was apparently prepared to say such things as that the author of Spinoza’s text is not really the historical Spinoza at all; rather, the text is a product not of the author but of language, together with the creative reader.
 Others, such as Derrida and Foucault, have formulated similar paradoxes, designed to cast skeptical doubt on the whole idea of a text’s having any determinate meaning whatever. 

I think those who say such things may sometimes be trying to get at something true, especially insofar as they are counteracting romantic views according quasi-divine status to the author of literary texts (analogous fantasies have often been entertained about ‘great philosophers’). But I strongly disapprove of the sayings nonetheless. For unlike the brilliantly ironical remark that opens the Discourse on Method, reminding us of the need for modesty and an egalitarian spirit in conducting all philosophical argument, the paradoxes of these literary theorists in fact only obscure the truth, first by mixing up an important insight with the error it ought to remove, and then further making that insight harder to accept by self-conceitedly calling attention not to it but only to their own outrageous absurdity.

In what sense, if any, is the author of a text constructed by interpreters? It is true that we find out what a text means only through thoughtfully interpreting the text. To do this we may need all our philosophical resources, and the interpretation may be a creative theoretical construction employing concepts and theories not available to the historical author. But the point to insist on is that if we are successful, then what we get at through the construction is what the text itself means, and hence precisely what its author meant.  It is Kant, and not we, who created the meaningful texts; our function is to recover, understand and articulate that meaning. It may be true that Kant himself could not have fully understood or articulated his meaning. But we garble this truth if we mix it unawares with the Collingwood picture, and say that because in interpreting Kant’s text we aren’t reproducing (or even trying to reproduce) Kant’s actual thought-processes, therefore the meaning we are finding (or constructing) is not his meaning. Instead, what we should say is that because each new generation of philosophers devises new concepts in terms of which to ask questions and construct answers to them on behalf of Kant’s texts, the process of understanding better what those texts mean is forever ongoing. It will not end until people cease to read Kant, or at any rate until they cease to understand him.

Especially to be avoided is the (deplorably common, but crudely fallacious) inference from: “In discerning the meaning of a text, we need to engage in creative acts of intellectual construction” to “The meaning of the text is constructed by us, not put there by the author.” In general, when people find out facts about the real world (in the natural sciences, say, or in the study of history), they do so by constructing theories (about the origin of the solar system or the causes of the First World War). The fact that the theories are their intellectual constructs obviously does not entail that the external reality the theories are about (the solar system or the Great War) is not real but is only a figment of their minds. On the contrary, the whole point of these theories was from the start to grasp what is true about the real world as it is there independently of us. 

In this respect, interpretation is no different from any other sort of theoretical inquiry about the real world. There are objective facts, independent of what we think, about what the text of the Critique of Pure Reason means (that is, about what Kant meant in the Critique). Contrary to what the Collingwood picture might suggest, these facts partly transcend anything Kant himself could have actually thought. We get at them through our intellectual constructs. When the constructs are successful, they tell us what Kant means in the text of the Critique.

5. Conversing with the dead. Many of the things I am trying to say here were expressed over a dozen years ago by Edwin Curley in an admirable article entitled “Dialogues with the Dead.”
 One insightful thing Curley said was: “Knowing what a philosopher means by what he says requires, at the very least, having some well-founded beliefs about how he would respond to questions and objections he may never have explicitly considered.”
 Curley’s basic thought here is one that has been famously stressed by Hans-Georg Gadamer: namely, that the meaning of a text is revealed only by asking it questions and understanding it as answers to them (though I don’t pretend that I am using that basic thought quite in the way Gadamer is). To the basic thought, Curley adds that the questions may, and even must, go beyond the questions the author explicitly asked in the text. Understanding a language requires being able to form original sentences in the language, expressing thoughts no one has ever had before. Likewise, understanding a text requires knowing, or at least having well-founded beliefs about, the answers the text gives to questions the text does not ask and which may never have been asked before. These questions must be our questions, simply because it is we who are interpreting the text and trying to understand it. Because the answers given by the text must be responsive to our questions, the meaning of the text must also be expressed in our concepts. 

But I am not happy with one aspect of Curley’s formulation of this point. He speaks of “how [the philosopher] would respond to [our] questions…” This seems to me still too close to the Collingwood picture, since it too identifies the meaning of the text with the author’s thoughts, merely substituting counterfactual conditional claims about the author’s conjectured thoughts for past indicative claims about the author’s actual thoughts.  This is connected with another thing Curley says, with which I also do not agree: “If our philosopher were a contemporary, still alive, active and cooperative, we might of course simply ask him what he means [by what he says in a text].”
 Here Curley writes as if our asking unasked questions and forming well-grounded conjectures applies only to the interpretation of dead philosophers, or at any rate those philosophers from whom, for one reason or another, we cannot elicit direct answers to our questions about what they mean. He seems to be saying that if only Aristotle or Spinoza or Kant were alive and willing to answer our questions about what he means, then that answer would necessarily be correct – absolutely definitive of the meaning of the text. 

 Yet Kant is right in saying that we sometimes understand a philosopher better than he understood himself;
 and this might be just as true of a living philosopher as of a dead one. Suppose I am asked what I meant by a statement in a philosophical essay I wrote five years ago and I give an answer. It is entirely possible that another person should reject my answer and propose an alternative interpretation of my statement. It is also entirely possible that she might be right and I might be wrong. No doubt in most cases, the author of a text is as likely as anyone to interpret his own statements correctly. We might also take the author’s interpretive statement as a further text, which as interpreters we must integrate into the construction through which we retrieve the meaning of the original text. If so, then this adds weight to the presumption that the author’s interpretation is correct. But even then the presumption is always rebuttable.

Sometimes students ask me what Kant would say, if he were alive today, about some philosophical question we raise about his text. When they do, I always point out to them that Kant became senile several years before his death in 1804. Hence if by some ghoulish miracle of medical science he had been kept alive until today, then we would be lucky if he could even drool in response to our questions.

This answer is, I think, entirely correct, and the fact that it doesn’t satisfy the students is simply a sign that they are asking the wrong question. When pressed, what they think they mean to ask is: “What would Kant say if he were brought back to life in full possession of his mature intellectual powers?” This new question, however, is both unclear and problematic. Are they or aren’t they also supposing that the resurrected Kant is aware of all the philosophical developments that have occurred in the last two hundred years (including the two centuries of Kant-interpretation and Kant-revision) which now shape the interpretive questions we are asking about his texts? If we don’t suppose that he is, then we cannot take it for granted that he could even understand many of our questions correctly, in which case his answers surely could not be taken as definitive of his meaning. But if we are imagining a Kant who is philosophically up to date (a twentieth century philosopher rather than an eighteenth century philosopher), then our question obviously has even more counterfactual suppositions than were apparent. It is not clear what sort of animal a twentieth century Kant would be, or whether this animal is any more thinkable than the legendary chimera or goat-stag, which philosophers in many ages have used as paradigmatic of the absurd and the unthinkable.
 

6. Meaning as a norm for responses to questions. I submit that what we really mean to ask is not what Kant would answer to our questions about his text, but rather what answer would be given by an ideally intelligent and informed person who is also ideally intimate with the meaning of the Kantian texts. The notion that only Kant himself could perfectly satisfy this last condition probably reflects the baleful influence of the Collingwood picture, which equates such an intimacy with an awareness of what was passing through Kant’s mind as he was writing the Critique of Pure Reason; we are supposed to imagine that the resurrected Kant would answer our questions on the basis of a perfect memory of his two hundred year old mental processes, as well as a perfect knowledge of the last two hundred years of philosophy. It is a mistake to identify knowledge of the meaning of Kant’s text with the former sort of acquaintance; what I am suggesting is that the latter sort of acquaintance might turn out to be even more crucial to gaining knowledge of what his text means. 

Once we free ourselves from the Collingwood picture, we can see that the right question to ask is not a question about what Kant would say when asked about the meaning of his texts, but simply a question about what we should say when we ask about them. The idea we have been examining, when reduced to these terms, might seem to be tautological, hence to get us nowhere. But this is not quite true. For it does make clear that  knowing what a text means involves having justified beliefs about how someone (anyone) should respond to interpretive questions, based on the meaning of what the author said in the text. Or: for a text to mean something is for it to have somehow established a norm for such responses. When we interpret a text, what we are basically trying to do is articulate that norm. We do this by asking the text questions and trying to answer them in a manner which is determined by an intellectual construction we have devised on the basis of our understanding of the text. 

Della Rocca’s interpretation of Spinoza, for example, arises from a set of questions, one of which is whether the apparent inconsistency between Spinoza’s theses (1)-(3) can be removed. Della Rocca’s interpretation articulates a norm for successfully answering that question (and a number of other ones besides). By drawing on twentieth century notions such as intensionality, referential opacity, and the mind-relativity of content, Della Rocca specifies a norm for answering such questions. The resulting answers are coherent. The norm is grounded in Spinoza’s text by referring to things Spinoza actually says, based on what his Latin words mean and on the background beliefs, assumptions and concerns it is reasonable to ascribe to him in light of the historical context in which the Ethics was written. 

But what makes it the case that the constructed norm gives the right answers, relative to the text, even to questions the author never explicitly asked (and perhaps could not have asked)?  Here I will attempt only a partial and tentative answer to this question. And I will place at least as much emphasis on some possible criteria the constructed norm does not have to satisfy as on desiderata the norm should try to meet. But I will try to say enough to shed some light on the curious fact that although interpretive disputes in the history of philosophy are sometimes endlessly controversial and frustratingly murky, they are nevertheless about something real and there are right and wrong answers to them.

I take it to be obvious, to begin with, that the norm does not have to yield correct answers to the philosophical questions we ask the text.
 To require that it do so would be to claim that what any text means must always be true and never false. But even the greatest philosophers are fallible human beings like the rest of us. I venture to say that in the writings of every philosopher, whether living or dead, who has written a significant amount about philosophical problems that are hard enough to be significant, there are already some assertions that we can know to be falsehoods. Hence I infer that the corresponding answers to questions the philosopher did not ask would therefore probably include some more evident falsehoods.

The first desideratum is that the norm should tell us to say all the things the text actually says, and gives its answers to all the questions it explicitly raises. We may be tempted to say that this is not merely a desideratum but an indispensable condition which any interpretation must meet. But that temptation is one which should be resisted. For the best interpretation of a text might be one that tells us that the author should not have said something the text does explicitly say. This is what Delahunty holds about Spinoza’s assertion that the mind and the body are the same thing. It is also what some hold about Marx and the justice of capitalist exploitation. All informed interpreters know that Marx explicitly held that capitalist distribution is not unjust. Some, however, think that these assertions must be set aside as inconsistent with Marx’s basic position. Their view, as G. A. Cohen once put it (with admirable candor), is that “Marx thought capitalism was unjust, but he did not think that he thought so.”
 Now as a matter of fact, I think that Delahunty is wrong about Spinoza and Cohen is wrong about Marx. But their interpretations might have turned out to be acceptable; indeed, they would even have been inescapable if philosophical tenacity and imagination had not been successful in devising coherent interpretations of apparently conflicting texts.

A second desideratum is that the norm should, all other things being equal, try to maximize the coherence of the responses it yields. This is a version of what is sometimes called the ‘principle of charity’. We should suppose, as far as possible, that what the text means makes consistent sense, and that this meaning yields answers to the various questions we ask the text that are at least consistent and mutually supportive, even if they are not always true. It is essential to realize, however, that all other things are often not equal. Sometimes they are not equal because (as Delahunty thinks about Spinoza, and Cohen about Marx) the text says things the author should not have said. 

Things also may not be equal due to a third important desideratum: An interpretation of a philosopher should try to preserve and do justice to the philosopher’s most important and enduring philosophical insights.  Sometimes a philosopher is very good at perceiving the pre-theoretical intuitions on a topic which need to be accommodated in a philosophical account, but less successful at constructing an account that accommodates all of them. John Locke seems to me a good example of a philosopher who combines this virtue with this failing. There are also great philosophers, such as I take Nietzsche to be, for whom systematic coherence, or even doctrinal consistency, is simply less important than other philosophical aims, such as creatively expanding the philosophical perspectives that we have available to us.  If that is right, then any interpretation of Locke or Nietzsche that maximizes overall coherence will require us to ignore or exclude some of their most admirable insights, or at least to twist them or blunt their force. Sometimes the best interpretation of a philosopher is one which highlights the tensions or gaps in the philosopher’s views, and shows us how (and why) the philosopher is downright inconsistent. 

A fourth desideratum is that the overall coherence should be not merely internal to the norm itself, but also coherence with background beliefs we have reason to think the philosopher held.  It is chiefly in order to achieve an accurate idea of these expectations that we need linguistic mastery of the text, and erudition about its historical context and the background beliefs of its original intended audience. I have said that we must ask a text questions the philosopher could not have explicitly raised and our norm must  sometimes give answers the philosopher lacked the conceptual vocabulary to give. But that is utterly different from saying that we may simply substitute our own beliefs for the author’s in determining the coherence every interpretive norm should seek. At the same time, the coherence must obviously be one that we are capable of grasping since we must regard the text as coherent. To that extent, our own philosophical beliefs inevitably play a role in determining it as well.

The task of interpreting a text is further complicated by the fact that sometimes we think a philosopher’s views have changed significantly over time. Should we attempt an interpretation of Aristotle on substance that reconciles the position of the Categories with that of Metaphysics (, or should we decide that the two texts are irreconcilable and interpret each as advocating a distinctive position? Are Kant’s conceptions of reason and judgment the same in the third Critique as they were in the first Critique? Depending on which choice we make, what we say about what is meant in the Categories or the first Critique might be quite different.  

Different interpretive enterprises may also have different aims in this regard: A detailed commentary on the Categories might interpret its statements about substance differently from a study that attempts a comprehensive interpretation of Aristotle’s philosophy as a whole. A commentary on Kant’s Groundwork must attempt to understand and expound the relation of morality to freedom in terms of the argument presented in the Third Section of that work, even though Kant seems to have abandoned that argument only three years later in the Critique of Practical Reason, and in the Religion he certainly rejects the Groundwork’s apparent equation of empirically motivated volition with the determination of the empirical self by a natural causal determinism. No attempt to give an encompassing account of Kant’s thoughts about freedom, morality and the determination of the will can afford to limit itself to an exposition of any one of these texts. Such an attempt has to undertake a sympathetic reconstruction of what the expositor takes to be Kant’s best thinking on this topic, as presented in a series of writings over many years. That may well result in an interpretation which does not perfectly agree with what any individual text says, and yet it might for all that be exactly the right interpretation of Kant’s theory of freedom.
7. Conflicting interpretations and the truth about what a dead philosopher means. I have given only a few desiderata we should try to satisfy in constructing an interpretation, regarded as a norm for answering questions. There may be still others, equally important, that I have overlooked.
 As I have said, I do not pretend that my account is complete. Perhaps it is not even as clear as it properly should be. But I think it gives us enough  to make a couple of  important points. 

First, an interpretation that satisfies some of the desiderata – say, maximizing coherence, or taking best account of the background of meaning and belief we may draw from the historical context, may not do as well at satisfying others – say, giving due weight to what strikes us as the philosopher’s best insights. For this reason, it is often the case that no single interpretation is ideal. Often the benefits of an interpretation can be got only at significant costs (for example, it highlights original insights that are of direct interest to philosophers today, but forces you to repudiate some things the text says or to acknowledge that the philosopher’s view is not well supported by arguments in the text).  

Second, how well a given interpretation satisfies the various desiderata (or even a single one of them) cannot be reduced to a set of rules or a decision procedure that guarantees a definite answer in every case. Which of two competing interpretations is to be preferred is nearly always a matter of judgment about the way a set of heterogenous desiderata bear on a specific and complicated configuration of particular facts. Interpreting a text well is the kind of thing Aristotle brought under the intellectual virtue of phronesis.  

One obvious ground for disagreement about the meaning of a text will be differences between the interpreters’ own philosophical views. These may easily lead to opposing estimates of two rival interpretations regarding the value and importance of the alleged insights they capture, or their relative degree of coherence, or the relative plausibility of the philosophical theories they impute to the text. This makes it easier to see why disagreements over what a text means cannot be sharply separated from disagreements about which philosophical views are true and which are false, or which arguments are good and which bad, even though they are always disagreements about what a specific text means and not merely about what is philosophically true and false. 

This point also helps us to understand why the interpretation of philosophical texts is likely to be a matter of endless controversy. For as long as philosophical questions themselves are matters of dispute (which will probably be forever), answers to them will also be subject to change regarding both their content and their evidentiary support. Accordingly, the strength of the evidence for a given interpretation of a certain historical text will vary in subtle ways with the perceived plausibility of varying philosophical viewpoints. Along with such variations, different interpretations of the same philosopher will become more or less defensible than they used to be. Further, the invention of new philosophical concepts and theories will make possible new interpretations, and also new versions of old interpretations that may be stronger than earlier versions were. The quest for what Aristotle or Spinoza or Kant meant will be endless, and these controversies will be, as they should be, deeply entangled with the ongoing collective quest to redefine and understand the philosophical issues with which Aristotle, Spinoza and Kant were grappling.

To someone who reads a book about the history of philosophy looking for factual information about what Aristotle or Kant thought, these conclusions may seem depressing, or even exasperating. For it now seems as if we can be no more certain about this information than we can about the answers to philosophical questions themselves -- which everyone knows will never be answered definitively.  Why even care what these old philosophers meant if no one can ever be sure, and if you have to tackle the insoluble philosophical questions yourself even to form an opinion about it? Perhaps there is no truth at all about what dead philosophers mean, any more than there is about what ultimately exists, or the foundations of right and wrong, or about what makes knowledge different from mere opinion.

That reaction, however, betrays excessive impatience, the most characteristic symptom not only of intellectual laziness, but also of intellectual cowardice. Here as elsewhere, skepticism may seem like a modest position, but it is actually dogmatic, uncritical and too complacent. Perhaps this is because the skeptic is seeking too much of what Sextus Empiricus called ataraxia. For peace of mind is simply not compatible with an honest look at the human condition, or of any significant part of it. Skepticism errs on the side of excessive certitude whenever it holds that we can clearly define an area in which we can at least be sure that we can’t be sure. Some interpretations of texts, at any rate, are clearly wrong. They are based on mistranslations or obvious misreadings, or ignorance of crucial passages elsewhere in the author’s writings. Others are just as clearly right, because they are directly confirmed by what the text explicitly says, make good sense of the philosopher’s views, and because, when all the evidence is weighed judiciously, they turn out to have no plausible rivals.  Even in most of the disputed cases, like the ones mentioned above about Aristotle, Descartes, Hume, Kant and Marx, I think one side is clearly right and the other clearly wrong, and I think I know which is which. I say this even though I know there are informed people whom I respect who disagree with me.
 

But that makes interpretive issues in the history of philosophy no different from all the other controversial issues that engage philosophers, historians, literary scholars, or, for that matter, physicists and biologists. They are about a truth that’s really out there to be found, and to which some of us may even have already found reasonable approximations. But because we are fallible, our knowledge fragmentary, our perspectives incomplete and our judgments sometimes hasty or biased, we still do not, and perhaps we never will, unanimously agree about what it is. 

� I will make no distinction between what a text means and what the author means in (or by) it. Nor will I distinguish between what an author now means and what she meant at the time she wrote the text. On the contrary, I think that an author at the time of writing meant everything her text can now be rightly understood to mean. I have been asked if I accept a distinction like that drawn by some philosophers of language  between “speaker’s meaning” and “linguistic meaning” in the case of such texts. Perhaps I might, but in that case I do not think we are interested primarily in the “author’s meaning” (in that sense) of philosophical texts. We might be interested in what the author intended (e.g. which contemporary positions or movements he intended to attack or oppose) but that is not what we are chiefly concerned with  when investigating the meaning of the text (such information might sometimes be a means to helping us determine the meaning). I do want to say that the meaning of the text with which we are concerned is also what the author means because for there to be a meaningful text at all it must be the product of a human author (or authors) and because one indispensable way of getting at the meaning of the text is to ask what the author held, or what the author meant in the text.


� In the scholastic tradition, the “matter” interpretation was famously defended by Ibn Rushd (Averroes) and St. Thomas Aquinas; the “form” interpretation was held by Richard Rufus of Cornwall, author of the first scholastic commentaries on Aristotle’s physics and metaphysics in the West, and the last great scholastic philosopher, Francisco Suarez. For a historical discussion, see Jorge Gracia, Individuation in scholasticism: The Later Middle Ages and the Counter-reformation (1150-1650). Probably the majority interpretation today agrees with Rufus and Suarez. For a good example, see A. C. Lloyd, Form and Universal in Aristotle (Liverpool: Cairns, 1981).   





�  Compare Edwin A. Burtt, The Metaphysical Foundations of Modern Science (New York: Harcourt, 1925), pp. 115-120, and Margaret D. Wilson, Descartes (London: Routledge, 1978), pp. 79-88. 





� The traditional reading until this century was the skeptical one, that was found prominently in Reid, Beattie and the Scottish common sense school, as well as in T. H. Green and the British idealists. The first prominent Hume scholar to defend the “naturalist” reading was Norman Kemp Smith, The Philosophy of David Hume (London: Macmillan, 1941), and it has been prominent in Hume scholarship ever since, including the excellent work of Barry Stroud, David Fate Norton, Robert Fogelin, Annette Baier and Don Garrett. See especially Annette Baier, A Progress of Sentiments: Reflections on Hume’s Treatise (Cambridge: Harvard, 1991); Don Garrett, Cognition and Commitment in Hume’s Philosophy (New York: Oxford, 1997). Two studies in the latter half of the twentieth century that have to one extent or another defended the skeptical reading are John Passmore, Hume’s Intentions (London: Duckworth, 1968) and Wayne Waxman, Hume’s Theory of Consciousness (New York: Cambridge University Press, 1994).  For a recent attempt to do justice to both readings and find a way of reconciling them, see Graciela de Pierris, “Hume’s Pyrrhonian Skepticism and the Belief in Causal Laws,” Journal of the History of Philosophy (July, 1999).





� For some recent discussions of this topic, see Gerold Prauss, Erscheinung bei Kant (Berlin: De Gruyter, 1971), Henry Allison, Kant’s Transcendental Idealism (New Haven: Yale, 1983) and Idealism and Freedom (New York: Cambridge, 1996), Ch. 1; Allen W. Wood, “Kantianism” in J. Kim and E. Sosa (eds.), A Companion to Metaphysics (Oxford: Blackwell, 1994). 





� The deflationary interpretation is defended by Robert Tucker, The Marxian Revolutionary Idea (New York: Norton, 1969), Allen W. Wood, Karl Marx (London: Routledge, 1981); Richard Miller, Analyzing Marx (Princeton: Princeton U. Press, 1984). The view that Marx condemned capitalism for distributive injustice is defended by Jon Elster, Making Sense of Marx (Cambridge: Cambridge University Press, 1985) R. G. Peffer, Marxism, Morality and Social Justice (Princeton: Princeton Press, 1990), Kai Nielsen, Marxism and the Moral Point of View (Boulder: Westview, 1989). 





� Some of these disputes are about the meaning of a very specific passage in a specific text. Others are about the overall shape of a philosopher’s doctrines as expressed in an entire body of writings. Some are even about what a philosopher’s doctrines say or imply in regard to philosophical questions the philosopher did not explicitly ask. But disputes that may at first look as though they are of wholly different kinds tend to be harder to distinguish when we look at them more closely. Interpretations of the overall aims of Hume’s philosophy or Aristotle’s views about individuation will have to appeal to specific things these philosophers say in certain specific passages in their writings, and these passages have to be read in light the context where they appear. In trying to determine what Descartes meant in a brief passage of the second Meditation, we may need to look at what he was trying to accomplish later in the Meditations, so as to understand his overall plan in that work and how the Second Meditation contributes to it. We may even need to compare the discussion of the nature of matter in the Meditations with the accounts given in later works in trying to decide how his aims and views there fit into his doctrines as a whole.





� For example, discussions of medieval and early modern intellectual history often refer to a position they call ‘theological voluntarism’, whose paradigmatic representative is supposed to be William of Ockham. This is supposed to be the view that what is good is whatever God wills. This is understood to mean that if God had commanded us to act in direct defiance of all the dictates of right reason, or had chosen to damn those who love him and bless those who hate him, then it would have been virtuous to defy right reason and we would have the very same reasons to praise and give thanks to God that we have now. (This error is well exposed in Marilyn Adams,  William of Ockham (South Bend: Notre Dame Press, 1987) and Rega Wood, Ockham on the Virtues (W. Lafayette, Purdue, 1997).)  Or in more recent intellectual history it is sometimes presented as a commonplace that Hegel taught that the political status quo is always rational and held that all historical change follows the dialectical law of “thesis-antithesis-synthesis.” (The curious history of this familiar howler was long ago documented by Gustav Emil Mueller, “The Hegel Legend of ‘Thesis-Antithesis-Synthesis’,” Journal of the History of  Ideas 19 (1958)). (See also Allen W. Wood, Hegel’s Ethical Thought (New York: Cambridge, 1999.)  Such bits of conventional pseudo-wisdom about the history of philosophy involve errors on the same scale as if one said that the Confederacy won the Civil War or that in 430 B.C. the public health conditions in Athens were generally good; historical discussions that assume them are accordingly worthless. No doubt questions about the meaning of difficult philosophical doctrines (such as those of Ockham and Hegel) are subtler and inherently more controversial. And there is usually some basis for the error, such as it would be hard to imagine regarding questions about who won the Civil War or whether the Athenian plague occurred.  But when people hold grossly erroneous beliefs about what past philosophers meant, their beliefs are just as false as if they fell into error about other kinds of historical fact.





� Marx himself has been a frequent victim of this erroneous tendency, though the fact that he shared it does not make it any the less erroneous to apply it to him.) Hence because Fichte’s Addresses to the German Nation were used by the Nazis over a century after they were written, this text, or even Fichte’s entire philosophy (whose political tendencies were in fact largely rationalistic, progressive and even cosmopolitan) is sometimes dismissed on account of its association with National Socialism. Even if we deplore the nationalism of the Addresses, as a political act they were above all a courageous defiance of the Napoleonic occupation.





� “I do not think that the world or the sciences would ever have suggested to me any philosophical problems. What has suggested philosophical problems to me is things which other philosophers have said about the world or the sciences” in P. A. Schilpp (ed.) The Philosophy of G. E. Moore (Evanston: Northwestern University Press, 1942), p. 14. 





� Moore’s fellow Bloomsburian John Maynard Keynes once said that “practical men, who believe themselves exempt from any intellectual influences, are usually the slaves of some defunct economist.” (Quoted by John Cassidy, “The New World Disorder,” The New Yorker, Oct. 26 and Nov. 2, 1998, p. 207). Something very analogous is true, I think, of the attitude toward the history of philosophy that I am here criticizing.





� Kant, for instance, was originally a man of science. He absorbed the tradition mainly through reading Wolff and Baumgarten, and knew the history of philosophy chiefly through Brucker’s accounts of it. Kant also said, quite correctly, that we often can understand a philosopher better than he understood himself. If this were my theme, I would argue that Kant’s own philosophy is better understood when we consider  its relation to the historical tradition more accurately than he was able to do. I would try to show how philosophers get an impoverished, blinkered and inadequate conception of philosophical problems, positions and arguments when they consider only the way these problems have been honed and redacted in the past couple of generations.





� I would argue further that we can still learn a lot about grounding claims to knowledge from Descartes, about possible worlds from Leibniz, about theories of meaning from Locke, about causation from Hume and Kant.  I would try to show that what we gain in precision on these topics from reading contemporary literature (on the Gettier problem, say, or the writings of and about Kripke and Putnam, Lewis and Stalnaker, or Mackie and Kim), we tend to lose in our blindness to the set of background assumptions these theorists take for granted, and in forgetting a wide variety of alternative options these approaches exclude, apparently without even realizing it.  Even more zealously I would try to show that the questions that do absorb the technical skill of analytical philosophers are no more inherently interesting or worthwhile than a lot of other philosophical questions that might preoccupy them if they came to read and be gripped by the writings of philosophers like Fichte and Hegel.  I would argue that the critical interpretation of texts in the history of philosophy – the activity of trying to determine what those texts mean, whether what they mean is true, and how good their arguments are – is one thoroughly respectable way of engaging with philosophical problems, and constitutes an indispensable part of philosophical inquiry.





� Ecclesiastes 1:9.





� See especially, “The Skeptic in his Place and Time,” in M. Burnyeat and M. Frede (eds.) The Original Skeptics: A Controversy (Indianapolis: Hackett, 1997), pp. 92-126.





� Elementary as it is, this is something philosophers often fail to do. In conversations between Kant scholars, for example, the following scenario used to be fairly common. An English speaking scholar, usually from the analytical tradition, would criticize something found in his copy of the Critique of Pure Reason, which (until a year ago, anyway) was Norman Kemp Smith’s 1929 translation. A German speaking scholar would object that what he quoted is not what Kant says, that the German is such-and-such, which Kemp Smith mistranslated. At times the German in such disputes was merely trying to “pull rank,” and the English speaker had hold of a real philosophical issue. Deplorably often, however, the German speaker was right, and despite this the English speaker would not give up, but press on, claiming that the German speaker’s information was irrelevant, because what mattered was “the philosophical issue” – by which the English speaker meant merely whatever thoughts he happened to have got from reading Kemp Smith, whether they were expressed in Kant’s text or not. The English speaker’s position was then indefensible, and his arrogant stubbornness a disgrace.





� The decisiveness of understanding the philosophical background is easy to illustrate. For example, Plato maintains that forms or ideas belong to reality rather than appearance and are immune to change (Phaedo 78d-e; cf. Republic 526-534, Symposium 210e-211a). In the course of arguing for these claims he argues that a pair of equal sticks is not really equal because they can seem to us to be unequal, but the equal itself (the form of ‘equal’) is really equal because it cannot seem to us to be unequal (Phaedo 74b-c; cf. Republic 523e-524a.). These arguments do not draw the distinction between appearance and reality in the way we are now accustomed to do. We do not think that it counts against a pair of sticks being really equal that they may seem unequal to someone. He also maintains that the size of Simmias is subject to change or becoming because when compared with Socrates, Simmias is tall, while compared with Phaedo, Simmias is short (Phaedo  102b-103a; cf. Hippias Major 289a-c). The conception of change or becoming used in this argument is clearly broader than our concept of change or becoming, since we are not inclined to treat as an instance of change in Simmias’ height the fact that Simmias is tall considered in one context (or as judged by one standard of tallness) and short in another context (or as judged by a different standard). Yet in interpreting Plato’s claims, and assessing his arguments, it is highly relevant how concepts like being vs. appearance and becoming or change were understood by his philosophical predecessors, such as Heraclitus, Cratylus, Parmenides and Melissus, when they argued about whether the real is subject to change or whether the sensible and changing is real. We may have good reasons for conceiving of change or becoming and the distinction between being and appearance differently from the way they were conceived by the early Greeks, and these reasons are certainly relevant to our final assessment of Plato’s doctrines.  But simply to substitute our notions of reality and change for those current in Plato’s philosophical context can result only in a total misunderstanding the claims he is making and an underestimate of the strength of his arguments for them.  Conversely, it may help us better to understand our conceptions of reality and change if we become aware of the very different way these concepts were grasped by past philosophers, even by highly influential philosophers in our own tradition.





� It is one of the great merits of Jerome Schneewind’s recent book, The Invention of Autonomy, to keep before our minds a variety of such issues as he writes about the history of ethics in the early modern period.  J. B. Schneewind, The Invention of Autonomy (New York: Cambridge, 1998).





� Descartes, Oeuvres (ed. Adam and Tannery) (Paris: Vrin, 1965), 6:2; Cf. Edwin A. Curley, “Dialogues with the Dead,” Synthese 67 (1986), p. 35. This article will be cited below as “Curley”.





� Robin G. Collingwood, The Idea of History  (Oxford: Clarendon, 1939), pp. 205-231. I think this picture appeals to us in many forms, and that it has influenced a lot of people’s thinking about methodology in intellectual history. For example, one influential version of it is found in Quentin Skinner’s thesis that “the understanding of texts presupposes the grasp both of what they were intended to mean and how this meaning was intended to be taken. [Thus] the appropriate methodology [for the history of ideas] is…the recovery of intentions” (Skinner, “Meaning and Understanding in the History of Ideas,” History and Theory VIII (1969), pp. 48-49).





� Robin G. Collingwood, Autobiography (Oxford: University Press, 1978), pp. 60-68. Collingwood combined this “incommensurability” thesis with an extravagant version of the “principle of charity”, in such a way as to guarantee a priori the truth of whatever any philosopher said, meant or wrote. He held that we cannot “discover for example ‘what Plato thought’ without inquiring ‘whether it is true’…What is required, if I am to know Plato’s philosophy is both to re-think it in my own mind and also think other things in the light of which I can judge it” (The Idea of History, pp. 300, 305). But there is in Collingwood’s view such a tight connection between Plato’s thoughts on the matter and the reasons in light of which he had them, that when we truly arrive at the question Plato was asking, we must at the same time see why he answered it correctly. In fact, Collingwood thinks, we can identify the problem he was trying to solve only after we have decided what the solution was (and after we have judged that the solution was correct). “The distinction between the ‘historical’ question ‘What was So-and-so’s theory on such a matter?’ and the ‘philosophical’ question ‘Was he right?” [is] fallacious… We only know the problem by arguing back from the solution” (Autobiography, pp 68, 70). I won’t discuss this thesis of Collingwood’s, because I don’t think he is committed to it merely by the Collingwood picture. But the fact that Collingwood maintained such obvious and outrageous absurdities in this connection makes me feel less guilty about attaching his name to what I suspect of being a caricatured version of his thesis that understanding a philosopher is rethinking his actual thoughts. 





� Michael Della Rocca, Representation and the Mind-Body Problem in Spinoza (New York: Oxford, 1996).  Referred to below as “Della Rocca”.





� Spinoza’s Ethics will be cited by part and proposition, ‘s’ means ‘scholium’. 





� See Della Rocca, p. 127. 





� W. V. O. Quine, “Quantifiers and Propositional Attitudes,” in Leonard Linsky (ed.), Reference and Modality (London: Oxford, 1971), pp. 110-111. No doubt Quine was not the first to notice this point. Indeed, it was quite clearly anticipated by Frege’s notion of  “oblique” (ungerade) reference in Über Sinn und Bedeutung (see P. Geach and M. Black (eds.), Translations from the Writings of Gottlob Frege (Oxford: Blackwell, 1960), pp. 65-68). I cite Quine here only because it is his concept and his terminology that Della Rocca actually uses in interpreting Spinoza. Some have suggested that Quine’s (or Frege’s) point was anticipated by philosophers before Spinoza (the name of Buridan has been mentioned in this context), and it might have been their thoughts that Spinoza was using, so that Della Rocca’s innovation is merely terminological.  I agree that if this (so far undocumented) speculation is correct, then this would no longer be a counterexample to the Collingwood picture. Still others, however, have even suggested that Spinoza himself might have had “the same thought” simply on the basis of common sense -- for of course the ancient Greeks, even apart from philosophy, already realized that from “Oedipus knows he is married to Jocasta” it does not follow that “Oedipus knows he is married to his own mother”. This idea, if correct, would not only disable the example but make it hard to challenge the Collingwood picture at all, since it would suggest that we could treat any philosophical development on which we might draw in interpreting a past philosopher as something already available to the philosopher from common sense, and hence already part of the philosopher’s thought processes. But surely that would be wrong. For although common sense, prior even to the formulation of any logical or semantical theory, might have declined to draw the inference about Oedipus, it is only in the context of a certain kind of logical theory, and a certain theoretically developed concept of valid inference, that the problem of oblique reference or referential opacity could even arise; and only after the concept of referential opacity has been formulated would it be possible to make fully explicit the thesis that the same concept applies to causal contexts. Another objection to this example which I have encountered is that by not allowing that Spinoza was “in some sense aware of the concept of referential opacity” I am not giving Spinoza enough credit for his own insight. But of course my whole point is that Spinoza did (very insightfully!) express the thesis that causal contexts are referentially opaque – that this is the meaning of what he wrote. What I am denying is that in order to credit him with this insight we must hold that the twentieth century conceptions in which we now express his insight were already part of his seventeenth century mental processes.  One pitfall to avoid here is thinking that Spinoza must either have had Quine’s full blown concept of referential opacity or must have totally lacked it. My point is to affirm that Spinoza held, and expressed, the thesis that causal contexts are referentially opaque, but I deny that he did express, or even could have expressed, this thought in those terms because he could not have had it in his mind in that precise form. That he did express it, (and therefore could have expressed it), does not entail that later formulations of the idea of referential opacity are merely terminological innovations. 





� Della Rocca., p. 123.





� See Patricia Kitcher, Kant’s Transcendental Psychology (Oxford: Oxford University Press, 1990), especially Chapter 4; Onora O’Neill, Constructions of Reason (Cambridge, England: Cambridge University Press, 1989), especially Chapter 11; and Allen Wood, Kant’s Ethical Thought (Cambridge: Cambridge University Press, 1999), Chapter 7, as well as “Marx’s Historical Materialism,” in J. Kneller and S. Axinn (eds), Autonomy and Community: Readings in Contemporary Kantian Social Philosophy. Albany: SUNY Press, 1998.





� It is absurd to ascribe to Hegel the thesis that history has ended, or that it could ever end. What Hegel does hold is the (apparently trivial) claim that past history ends in the present. This has non-trivial implications, however, if it points toward the ground, and also the limits, of our capacity to comprehend. When Hegel says that philosophy always comes on the scene too late to give the world advice about what ought to be (Elements of the Philosophy of Right, Preface), he means to be asserting the (non-trivial) thesis that spiritual formations belonging to the future always lie beyond what we have the capacity to comprehend sufficiently for us to act rationally with regard to them, and therefore that action can be rational only to the extent that it accepts the standards of rationality arising from present spiritual formations. Hegel does, however, think that we have the capacity to comprehend these, and moreover to comprehend the entirety of past history as having them as its rational result, at least in times when these formations themselves are mature and not in the turmoil of historical transition. At such times, the present is bound to appear to us as the rational end of a rationally comprehensible world-history.  But Hegel’s own way of putting this, in speaking of a shape of life “grown old”, directly suggests the denial that history is in any other sense at an “end”, since what we conceive of as having “grown old” is something we think of as eventually to be replaced by something “new” or “young”. Hegel’s view, however, is that we cannot rationally speculate about what this future thing is, or pretend to say what it ought to be.





� Another example may help make this point. Stephen Darwall has recently argued persuasively that what moral philosophers call ‘internalism’ – the thesis that the truth of a moral judgment entails the existence of a motive for acting according to it – arose gradually in the thinking of seventeenth and eighteenth century British Moralists such as Cumberland, Cudworth, Locke, Shaftesbury and Hutcheson (Stephen Darwall, The British Moralists and the Internal ‘Ought’ (New York: Cambridge, 1995)). Darwall tries to show how internalism answers longstanding need in a tradition of thinking, He thereby deepens our understanding of present day controversies surrounding internalism. But of course in fact no one ever spoke of  ‘internalism’ or explicitly  articulated that until a paper by W. D. Falk published in 1948 (W. D. Falk, “’Ought’ and Motivation”, Proceedings of the Aristotelian Society 48 (1947-1948), pp. 492-510). On the Collingwood picture, therefore, internalism could not have developed in the seventeenth or eighteenth centuries, and no texts from that time could possibly add anything to our understanding of the present day controversies over internalism. In general, if the Collingwood picture is correct, a philosophical idea first occurs only at the precise time when it actually belongs to someone’s thought-processes – in the case of internalism, to David Falk’s thought processes around 1948. Here again, the point is not whether Darwall is right about internalism and the British moralists. For it even to be possible that he is right,  the Collingwood picture has to be wrong.





� Barthes expresses such a view in the following cryptic slogans: “The birth of the reader must be at the cost of the death of the Author… Once the Author is removed, the claim to decipher a text becomes quite futile. To give a text an Author is to impose a limit on that text… to close the writing” (Roland Barthes, Image, Music, Text, tr. Stephen Heath (New York: Noonday Press, 1988), p. 147). The kind of author of which Barthes most approves is Mallarmé, because “Mallarmé’s entire poetics consists in suppressing the author in the interests of writing (which is, as will be seen, to restore the place of the reader)” (ibid., p. 143). Compare the related views of Foucault: 


“The author is not a source of indefinite significations which fill a work; the author does not precede the works; he is a certain functional principle by which in our culture, one limits, excludes, and chooses; in short, by which one impedes the free circulation, the free manipulation, the free composition, decomposition and recomposition of fiction. 


In saying this, I seem to call for a form of culture in which fiction would not be limited by the figure of the author. It would be pure romanticism, however, to imagine a culture in which the fictive would operate in an absolutely free state, in which fiction would be put at the disposal of everyone and would develop without passing through something like a necessary or constraining figure.… [But] I think that, as our society changes…the author function will disappear, and in such a manner that fiction will once again function according to another mode, but still with a system of constraint – one which will no longer be the author, but which will have to be determined, or perhaps experienced.


All discourses, whatever their status, form, value, and whatever treatment to which they will be subjected, would then develop in the anonymity of a murmur. We would no loner hard the questions that have been rehashed for so long: Who really spoke? Is it really he and not someone else? With what authenticity or originality? And what part of his deepest self did he express in his discourse? Instead, there would be other questions, like these: What are the modes of existence of this discourse? Where has it been used, how can it circulate, and who can appropriate it for himself?…And behind all these questions, we would hear hardly anything but the stirring of an indifference: What difference does it make who is speaking?” (Michel Foucault, “What is an author?” in Paul Rabinow (ed.) Foucault Reader (New York: Pantheon, 1984), pp. 118-120.)


No doubt, as some of these remarks illustrate, the reflections of these theorists has been focused on fiction; but Foucault’s concluding remarks seem to be intended to apply to discourse generally, including philosophical discourse. Further, the intent of the theorists seems to be at least as much to record recent (or forecast future) changes in the social context of writing and reading as to say something general about what the meaning of a text is and where it comes from. The obvious point to make, however, is that both types of questions Foucault mentions are legitimate, both are relevant to determining what a text means, and we do not have to choose one type of question over the other.  The impression that we do is perhaps created by a certain romantic tradition both in literature and in reading, which first absurdly exaggerates the importance of genius and then, by a ridiculous (because equally romantic) inversion of the hyperbole, wants to make the reader rather than the author the divine source of a text’s meaning. Joshua Landy has suggested to me, I think correctly, that there is something a bit paranoid in viewing the author of the text as a constraint on its “free” interpretation.  This is rather like holding that breathing is a constraint on life. 	





� Descartes’ ironical joke at the beginning of the Discourse on Method may, taken literally, be a bad argument, but it calls our attention to the fact that when we converse with others, we cannot expect them to regard us as possessing more good sense than they have, and so we must address them as our intellectual equals. There is a clear difference between, for example, Descartes’ use of a joke to make this point and the paradoxes just referred to, which operate by confusing a false picture with its correction and do not help us to distinguish the one from the other.





� Curley, pp. 33-49. 





� Curley, p. 36.





� Curley, p. 36. 





� Kant, KrV A314/B370. 





� Sometimes people make racist or sexist remarks, and then when accused of having done so, they say “I didn’t mean it that way”. This last statement is ambiguous, and people who say such things are often trying to exploit the ambiguity. They could mean: “I didn’t intend to be making a racist remark.” To this the reply should be: “Maybe you did intend to be making a racist remark and maybe you didn’t, but it’s certain that you made one just the same.” Or they could be trying to say: “I know what I meant by my remark, and I therefore can certify that it was not a racist remark.” To this the rejoinder should be: “What you say is up to you, but what you mean by it is no more subject to your authority than to anyone else’s. We apparently understand what you said better than you do, and we recognize it as a racist remark.”





� See Karl Vorländer, Kants Leben (Hamburg: Meiner, 1986), pp. 197-205; also interesting is Thomas De Quincey, “The Last Days of Immanuel Kant,” in The English Mail Coach and other essays (New York: Dutton, 1965), pp. 162-209, which purports to be based on the recollections of Wasianski. 





� Jerrold Katz has suggested to me a sense in which we might understand the question “what would X say?” in which it might sometimes be a useful question, even where we have to suppose counterfactually that X is acquainted with philosophical developments since X’s death.  Descartes denied that the cogito involves a logical inference from “I think” to “I am”. But the logic he knew was late scholastic syllogistic logic. Would Descartes have had the same reasons to say this about the cogito if he had known twentieth century logic? Or again: In the twentieth century it has proven difficult for Kantians to defend the metaphysical deduction of the categories, in part because this deduction assumes eighteenth century logic; but Kant’s metaphysical deduction has recently been given new life by taking its own logical background seriously (see Béatrice Longuenesse, Kant and the Capacity to Judge (Princeton: Princeton University Press, 1998). Investigations like Longuenesse’s are a good example of what I have said can be most valuable in the study of the history of philosophy, namely, keeping alive historical perspectives that might otherwise be effaced. But we could pose the issue addressed by Longuenesse by asking: “What would Kant say in response to objections to his metaphysical deduction which are based on prejudices deriving from twentieth century logic?” Notice that this question has to assume that the resurrected Kant is familiar with twentieth century logic, but it is not a twentieth century Kant, but a distinctively eighteenth century Kant from whom we want the answer. 





� Collingwood disagrees with me here (see Note 21 above). Others who hold a similar position, based on absurdly exaggerated inferences from the “principle of charity”, are discussed by David M. Rosenthal, “Philosophy and Its History,” Avner Cohen and Marcelo Dascal (eds.) The Institution of Philosophy: A Discipline in Crisis?  (La Salle, IL: Open Court, 1989), p. 176. To his credit, I should add, Rosenthal does not endorse their view. 





� G.A. Cohen, “Review of Allen W. Wood, Karl Marx,” Mind 92 (1983), p, 443. Similar claims are made by Elster, Making Sense of Marx, p. 222, and Norman Geras, “The Controversy about Marx and Justice,” New Left Review 150 (1985), p. 270.





� One addition would clearly be that for any given text, it is more important that it should answer some questions than others. If a philosophical text is about epistemology, it may or may not also seek to answer questions about ethics or rational theology.  Plato’s Theaetetus focuses on what distinguishes knowledge from opinion, Aristotle’s Posterior Analytics on what it takes for knowledge to constitute a science. An interpretation of each of these works should aim at precise and textually supported answers to the questions on which the text focuses, but it might actually be an objection to an interpretation that it ascribes to the text very fine-grained answers to a set of questions that are irrelevant to what the text is about.  And not every philosophical problem we might raise about a text is such that we can reasonably attribute to the author some solution to it that we might come up with on the basis of later philosophy.  Hence my example drawn from Della Rocca’s interpretation of Spinoza cannot be endlessly generalized. It works only because it is reasonable to think that Spinoza was cognizant in some way of the problem of reconciling (1)-(3) and because there is some textual evidence (such as Ethics 2p6) that he endorsed the solution to this problem that Della Rocca proposes.





� Hans-Ulrich Gumbrecht suggests that in addition to a “philosophical” mode of interpretation, in which we may have to decide between different interpretations, there may also be a “historical” or “literary” mode of interpretation in which different interpretations need not be “right” or “wrong” but only “different”. But I reject the idea that the interpretation of literary texts differs from the interpretation of philosophical texts in the way this suggests. Whatever the text, when two interpretations differ, they do not always disagree. J. O. Wisdom, for example, interpreted Berkeley’s idealism as an expression of oedipal conflict, since it ascribes substantial reality only to God (the Father), denigrating matter (= mater, mother) by declaring it to be unreal (John Oulton Wisdom, The Unconscious Origin of Berkeley’s Philosophy (London: Hogarth, 1953)). I doubt that this Freudian interpretation of Berkeley conflicts in any interesting way with standard readings of Berkeley or even takes a particular position on the issues which usually divide Berkeley interpreters. The controversies I am interested in here are controversies about what a philosopher or philosophical text means, that is, about what the philosopher (or the text) asserts or is committed to asserting. Other questions may be raised about philosophical texts, however, such as how it asserts what it asserts (e.g. what tropes or rhetorical devices it uses). It may be that literary scholars are more often interested in interpretive questions other than what a text means, and therefore that it is more often the case in literary scholarship that different interpretations do not actually disagree (or contradict one another’s assertions). Questions of interpretation, however, do not present us with any exception to the logical laws of noncontradiction or excluded middle. If interpreter A says that a text means that p and does not mean that ~p, and interpreter B holds that it means that ~p and not that p, then at most one of them can be correct.  Their dispute may, of course, be a matter of uncertainty or endless controversy.  But that does not mean that there is no correct answer to it. It is, and may forever remain, a matter of uncertainty and controversy whether there was ever life on Mars. But despite that, either it is true that there was, or true that there wasn’t.
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